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Preface

The vital role of visual actions in human and animal vision suggests that we may
improve computer vision models by endowing them with visual actions as well.
The main difficulty in creating such active vision models is to provide them with a
step-by-step procedure for determining their actions. The cause of this difficulty is
that we have insufficient knowledge of how humans and animals determine their
visual actions.

In this thesis I study an approach to active vision that does not require the de-
signer to predetermine what the model should do. Instead, the active vision model
is adapted to a visual task. To this end, we use an evolutionary algorithm, which is
inspired by biological evolution; by means of a ‘survival of the fittest’ it generates
active vision models that are increasingly better at their task. The experiments in
this thesis show that artificial evolution can result in rather surprising action strate-
gies. The active vision models use these strategies to perform challenging visual
tasks in a computationally efficient manner.

This thesis would not have been possible without the help of a large group of
people. I would first like to thank my supervisors, Eric Postma and Jaap van den
Herik. I am grateful to Eric for bringing order in the chaos of my research ideas, and
for motivating me by being interested in almost every experiment that I undertook.
I thank Jaap for his guidance in the writing process of the thesis and many of the
articles on which it is based. He always succeeded in making me laugh about my
own writing, which was the best way to make me remember how to improve it.

Furthermore, I would like to thank all people with whom I collaborated over the
years. I am grateful to Ida Sprinkhuizen-Kuyper, who helped me with the compar-
ison of different active vision models. Moreover, I will never forget my roommates
over the four years: Laurens van der Maaten, Igor Berezhnoy, Niek Bergboer, Stijn
Vanderlooy, and Sander Bakkes. I thank them for the moments of distraction and
for being sceptical about my research subject; it helped me to develop and explain
my research ideas. In particular, I would like to thank Laurens, since he took the ef-
fort to proofread almost the entire thesis. On this account, I would also like to thank
Vito Trianni and Ben Torben-Nielsen, who proofread and commented on chapters
of the thesis as well. In addition, I enjoyed my work and discussions with Michel
van Dartel, Joyca Lacroix, Sander Spek, Steven de Jong, Marc Ponsen, Jahn Saito,
Guillaume Chaslot, Andra Waagmeester, and Maarten Schadd. In my work I have
received valuable support from Peter Geurtz, our system administrator, and from
the secretariat: Joke Hellemons, Tons van den Bosch, and Liesbeth Nederlands. I
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am grateful as well to all people with whom I collaborated and who made me feel
at home at the EPFL in Lausanne, in particular to Mototaka Suzuki and Dario Flo-
reano.

Furthermore, I am very much indebted to my friends for the good times over
the years, and to my parents and brother for always being there for me. Finally, I
have to admit that I am too little of a poet to express in a suitable way my gratitude
to Bénédicte, my wife. She always brightens up my day, and hopefully will do so
for many years to come.

Guido de Croon, March 2008.
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Chapter

1
Active Vision

Actions are essential to visual perception. Humans and animals influence what
they see by moving their body, head, or eyes.

There are three main types of visual action in natural organisms. All three serve
a different goal (Land and Nilsson, 2002). The first type of visual action is gaze
stabilisation. The goal of gaze stabilisation is to keep the gaze fixed relative to the
environment. This mostly involves slow eye movements to compensate for move-
ments of the head or body (Easter, Johns, and Heckenlively, 1974; Paul, Nalbach,
and Varjú, 1990; Schilstra and van Hateren, 1998; Land and Nilsson, 2002). Since
the eyes are restricted in their movements, the slow movements are complemented
by quick eye movements that re-centre the eye. Gaze stabilisation is mainly neces-
sary because it takes time for optic signals to be integrated by the photoreceptors in
the eye. When the eye makes a quick and large movement, blur occurs. The second
type of visual action is smooth pursuit; it is used only by humans and primates (Land
and Nilsson, 2002; Krauzlis, 2005). The goal of smooth pursuit is the tracking of a
moving object. It involves smooth eye movements that employ predictions of the
object’s future positions (Barnes and Asselman, 1991). The third type of visual ac-
tion is intentional saccade, which is common in humans and animals. The goal of an
intentional saccade is to direct the gaze towards relevant elements in the environ-
ment. Intentional saccades are crucial for humans, because they have foveal vision:
they possess a high resolution in the central two degrees of their visual field and an
increasingly lower resolution outwards to the periphery (Anstis, 1973). Humans
make on average three eye movements per second, in order to perceive different
elements of interest at a high resolution (cf. Rao et al., 1995).

So far, we neither understand how intentional saccades are determined, nor
what information is extracted from the resulting visual inputs over time. We illus-
trate these two open questions by taking human eye movements as an example.

It is difficult to find out how humans determine their eye movements, since
these movements are made on the basis of implicit knowledge. Humans have diffi-
culty to explain how they determine their eye movements, and are often not even
aware of them (Land and Hayhoe, 2001). One may wonder whether brain measure-
ments could help us out. Current measurement techniques give information on the
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brain areas that are involved in eye movements and on their respective functions
(cf. Kranczioch et al., 2005). However, they do not provide us with details on the
underlying mechanisms that are in place during natural behaviour.

Most of the knowledge we have on the manner in which humans determine
their eye movements has been obtained by means of behavioural studies. It is pos-
sible to gain insight into what eye-movements a human subject makes, by tracking
his1 eyes. Studies with eye-trackers have provided considerable insight into human
gaze behaviour. Yarbus (1967) showed that eye movements are task dependent.
The way humans look at a photo of a family when they are asked what the family
is about to do, is different from when they are asked to search for a specific object.
During the last decade it became possible to track eye movements of subjects while
they perform everyday activities, such as making tea or a peanut butter sandwich.
These studies have shown that eye movements greatly depend on the current de-
mands of the task (Land and Hayhoe, 2001; Triesch et al., 2003; Hayhoe and Ballard,
2005). In an overview of eye-movement studies, Henderson (2003) explained that
eye movements also depend on episodic scene knowledge (our knowledge of the
current situation) and on scene-schema knowledge (our assumptions of the world).

Figure 1.1: Example gaze trajectory of a subject that had to learn and recognise human faces.
Dots represent fixations, and lines represent saccades. Reproduced with permission from:
J.M. Henderson, R. Falk, S. Minut, F.C. Dyer, and S. Mahadevan (2001). Gaze control for face
learning and recognition by humans and machines. From Fragments to Objects: Segmentation
Processes in Vision (eds. T. Shipley and P. Kellman), pp. 463 - 481, Elsevier, New York, NY.

However, these eye-tracking studies do not tell us how humans determine what
eye movements to make. The problem is that the studies only provide circum-
stantial evidence, such as evidence that humans tend to fixate conspicuous image
locations (Rajashekar, Cormack, and Bovik, 2003; Rajashekar et al., 2007). This prob-

1For brevity, we use ‘he’ and ‘his’ wherever ‘he or she’ and ‘his or her’ are meant.



1.1 — Active Computer Vision 3

lem is illustrated by Figure 1.1. It shows the eye-tracking data of a subject that had
first to learn and subsequently to recognise human faces (Henderson et al., 2001).
The dots represent the subject’s fixations, while the lines represent the saccades.
The fixations of the subject seem to be on areas of the face that are useful for the
recognition task, but they leave us with a number of questions. Here, we mention
five such questions. Does each of the fixations contribute to the task? What infor-
mation is extracted by the subject when he focuses on the forehead of the person
to be recognised? Why does the subject make small gaze shifts when looking at
the ears? And, importantly, how does the sequence of fixations arise? How rele-
vant is the order of the fixations? At this moment, neither brain measurements nor
behavioural studies can provide answers to these questions.

In this thesis we employ computational vision models in order to gain a better
understanding of how visual actions can be determined, and what roles they can
play in the vision process. Our research is part of the field of Embodied Cognitive
Science (Varela, Maturana, and Uribe, 1974; Brooks, 1990; Clark, 1998; Pfeifer and
Scheier, 1999), in which the use of computational active vision models is a common
approach. Such models have the advantage that we have complete access to all in-
ternal processes that determine the visual actions (cf. Kortmann, 2001). By building
computational active vision models, we simultaneously aim at two goals.

Our first goal is to obtain a better understanding of the general properties of
the active vision process. Our models do not resemble any natural vision system in
particular, but share two key properties with such systems. The first property is that
our models are situated in an environment, which means that they can take actions
that influence their future visual inputs by means of the environment. The second
property is that our models are applied to visual tasks that natural organisms also
have to cope with (classification, control, object detection). As a consequence, the
models can improve our understanding of the use of actions for visual tasks that
are relevant to natural organisms.

Our second goal is the improvement of computer vision models. Despite major
advances in the last few decades, human vision still outperforms computer vision
in many domains. The high performance of human vision is partly due to the use of
visual actions. However, such actions play a negligible role in current state-of-the-
art computer vision models. We believe that endowing them with visual actions
may improve their performance as well.

This chapter is organised as follows. In Section 1.1, we discuss the field of ac-
tive computer vision and a promising approach to constructing active vision mod-
els, named adaptive active vision. This leads us to our problem statement and four
research questions, given in Section 1.2. We explain our research methodology in
Section 1.3. Finally, we give an outline of the thesis in Section 1.4.

1.1 Active Computer Vision

The field of computer vision mainly focuses on passive vision systems. Such systems
process incoming images to estimate the state of the world (Marr, 1982). How-
ever, based on the work by Gibson (1979), some later studies allow computer vi-



4 Active Vision

sion systems to take actions in their environment. These studies have shown that
the use of actions can simplify visual tasks that are difficult in a passive setting. In
an early paper on active computer vision2 Aloimonos, Weiss, and Bandyopadhyay
(1988) showed that actions can simplify the determination of shape and structure
from visual cues, such as texture, shading, or motion. More recent studies have fo-
cused on how actions can facilitate classification and control tasks (Scheier, Pfeifer,
and Kuniyoshi, 1998; Denzler and Brown, 2002; Nolfi and Marocco, 2002; Flore-
ano et al., 2004). Ballard (1991) argued that a foveal active vision system could
be particularly advantageous for computer vision. A foveal active vision system
processes only a part of the visual scene at a high resolution. Two main advantages
of such a system would be that it can (1) simplify visual tasks by means of its ac-
tions, and (2) reduce the computational load, since only a small part of the visual
scene has to be processed in detail.

The challenge in constructing an active vision model is to find an intelligent ac-
tion strategy. This is difficult, because active vision is a process over time, in which
incomplete observations and actions are tightly interrelated. One approach to the
challenge is to make assumptions on the active vision process. For instance, many
studies make the assumption that vision is an iterative process of state estimation
and action selection. These studies remain close to the work by Marr (1982), since
the resulting active vision models select actions that are useful to estimate the state
of the world (i.e., state estimation). Subsequently, the estimated state can be used
to take other, also non-visual, actions.

In our research we emphasise on creating active vision models, while making
no assumptions on what action strategy the models should follow. The reason for
this is that such assumptions may prevent the model from using strategies that
may be vital for the success of humans and animals, but that are unknown to us.
For this reason, we adopt the approach taken in the field of Evolutionary Robotics
(Husbands et al., 1997; Nolfi and Floreano, 2000). Studies in this field do not de-
compose robotic tasks into state estimation and acting, but they attempt to achieve
the goal by an artificial evolution of the robot controller as a whole. The choice of
the action strategy is left to the adaptation process of the evolutionary algorithm.

Although there are other suitable ways to adapt a controller, an evolutionary
algorithm conveniently combines three desirable properties. First, it is a semi-
supervised optimisation method: we can apply it to problems of which we know
the goal but are unaware of what actions the model should take. Second, as a re-
sult of the semi-supervised nature, an evolutionary algorithm can find non-greedy
action strategies. Since it optimises the performance of the model on the final goal,
the adapted model does not necessarily have to select greedy actions at each time
step. Third, it can optimise multiple parts of the model at the same time. In many
experiments we optimise the model’s visual features and controller together, which
may improve the performance on the task (see, e.g., Macinnes and Di Paolo, 2006).

2Note that active (computer) vision is sometimes also referred to as animate vision or purposive
vision. ‘Animate vision’ was introduced by Ballard (1991) to avoid confusion between active vision as
explained in the text and active sensors such as laser rangefinders. ‘Purposive vision’ was introduced by
Aloimonos (1990), Rivlin and Aloimonos (1992). The term mainly emphasises that vision has a purpose
and that an active vision model should only use the representations that are necessary for its tasks.
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In spite of the fact that we exclusively use evolutionary algorithms to optimise
controllers, we do not consider it necessary to use a specific optimisation algorithm.
Instead, we consider it most important that the active vision models do not incor-
porate assumptions on what action strategy to follow. As a consequence, the adap-
tation to the task becomes essential. Therefore, we prefer to use the term Adaptive
Active Vision. This term groups studies that are different in optimisation algorithm
but similar in spirit (e.g., Schmidhuber, 1990; Floreano et al., 2004).

Early studies on adaptive active vision focused on proofs of principle. In
Schmidhuber (1990), an active vision model had to learn to find a black triangle
in white images corrupted by various amounts of noise. Harvey, Husbands, and
Cliff (1994) applied an evolutionary algorithm to a robot in the real world that had
to approach a triangle and avoid a rectangle, both drawn on a wall of the arena in
which it moved around. Kato and Floreano (2001) investigated a rather similar task,
but in static images: an active vision model had to differentiate black squares and
triangles in images corrupted by various amounts of noise. In later work, adaptive
active vision models were applied to more complex tasks such as wall avoidance
(Marocco and Floreano, 2002), simulated driving (Floreano et al., 2004), and land-
mark navigation (Suzuki and Floreano, 2006a; Suzuki and Floreano, 2006b).

Currently, there are three main obstacles on the way towards a successful ap-
plication of adaptive active vision models in computer vision. First, it is uncertain
whether such models can cope with visually challenging tasks. Second, the manner
in which the models handle visual tasks is poorly understood. Third, active vision
is always associated with servo-motor systems. It is not clear whether adaptive
active vision models could also improve computer vision involving sets of static
images. We remark that such sets are important for the success of a computer vi-
sion model, because they often occur in real-world applications (e.g., images on the
internet).

1.2 Problem Statement and Research Questions

In this thesis, we investigate whether we can remove the three obstacles and arrive
at a successful application of adaptive active vision models. For this purpose, we
formulate the following problem statement.

Problem statement: How do adaptive active vision models handle challeng-
ing visual tasks?

A visual task is challenging if humans are currently still better at it than state-of-
the-art computer vision models. In most of the challenging tasks studied, we use a
foveal active vision model, which processes only local image samples. The reason
for this is that we believe such a model to be most promising for the field of com-
puter vision; it is computationally efficient and can be applied to static images. A
model with foveal vision has to direct its gaze to elements of interest in the visual
scene. Therefore, we refer to such a model as a gaze control model. The gaze shifts
of a gaze control model applied to static images may be interpreted as internal at-
tention shifts (covert attention), or as visual actions (overt attention), cf. Findlay and
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Gilchrist (2003). We do not consider this distinction important to our objectives,
and will interpret the gaze shifts as visual actions.

To gain a good insight into the problem statement we focus on four main re-
search questions (RQs).

RQ 1: How does the adaptive active vision approach relate to other approaches of
active vision?

RQ 2: How does a memoryless adaptive gaze control model handle an image clas-
sification task?

RQ 3: How does an adaptive gaze control model use its gaze shifts in a control
task?

RQ 4: Can an adaptive gaze control model perform on a par with state-of-the-art
computer vision models on the task of object detection?

1.3 Research Methodology

We address the problem statement and the four research questions by employing
the following research methodology.

We first perform a literature research to identify existing active vision models.
We compare these models to each other in order to gain insight into their differ-
ences, both empirically and on the basis of their theoretical properties. This com-
parison helps us to answer the first research question (RQ 1).

Subsequently, we develop a framework for gaze control models. We adapt gaze
control models that instantiate the framework to different challenging visual tasks.
After adaptation, we analyse how they handle their task. The analysis contributes
to answering the problem statement, and RQ 2 and 3 in particular. To answer RQ
4, we compare the performance of the model with that of state-of-the-art computer
vision models. The research methodology is summarised in Figure 1.2.

Literature and empirical research on approaches to active vision (RQ 1)

Develop a framework for adaptive gaze control models

For different challenging visual tasks:

- Adapt the model to the task
- Analyse the behaviour found by adaptation (RQ 2, 3)
- Compare the performance with that of other models (RQ 4)

Figure 1.2: Overview of the research methodology used.
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Four Tasks

For the execution of our research according to the methodology given above, we
selected four tasks. Below, we list the tasks and the corresponding instantiations
studied in the thesis.

1. 3-D object classification: turn-table task (RQ 1)

2. Image classification: gender recognition (RQ 2)

3. Control: simulated driving task (RQ 3)

4. Object detection: face detection and car detection (RQ 4)

We have two main reasons for selecting the tasks listed above. First, the tasks are
suitable for answering the corresponding research questions. For example, we se-
lected the task of classifying 3-D objects to answer RQ 1, since all models can be
applied to it without model changes.

Second, the tasks all impose different requirements on the gaze control model.
The different requirements lead to different gaze strategies. If we understand these
different strategies, we gain a broader comprehension of the problem statement.
The tasks are mainly different in the following way. The classification and object
detection tasks (RQ 1, 2, and 4) are state-estimation tasks, while the simulated driving
task (RQ 3) is a control task. The difference between classification (RQ 1 and 2) and
object detection (RQ 4) lies in how the active vision model employs epistemic and
pragmatic actions (Kirsh and Maglio, 1994). Epistemic actions solely serve to gather
information from the environment. Pragmatic actions aim to achieve a behavioural
goal. In the classification tasks, the active vision model can use its visual actions
entirely to gather information. In other words, the model employs solely epistemic
actions. In the object-detection task, the active vision model has to direct its gaze
towards objects in the image. As a consequence, its visual actions do not only
have as goal to gather information but also to go to certain positions in the image.
Therefore, the gaze control model has to balance epistemic and pragmatic actions.

1.4 Thesis Outline

In the thesis we study the problem statement and research questions introduced
above. The remainder of the thesis is outlined as follows. In Chapter 2 we give
an overview of existing active vision models and compare them with each other
empirically on a task of 3-D object classification (RQ 1). Subsequently, in Chapter 3,
we introduce a framework for our adaptive gaze control models. In Chapter 4 we
analyse how an adaptive gaze control model handles a task of gender recognition in
static natural images (RQ 2). Then, in Chapter 5, we analyse how an adaptive active
vision model uses its gaze shifts to control a simulated car for a driving task (RQ
3). In Chapter 6, we apply an adaptive gaze control model to two object-detection
tasks (face detection and car detection) and compare it with state-of-the-art object-
detection methods (RQ 4). Thereafter, in Chapter 7, we discuss the findings of
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the thesis on a general level. In Chapter 8 we provide our conclusion and give
recommendations for further research.

Table 1.1 summarises which tasks and research questions are studied in the ex-
perimental chapters. Even though the chapters primarily focus on the research
questions indicated in Table 1.1, they usually also give insight into some of the
other questions. For example, in Chapter 4, we study how an active gaze con-
trol model handles a gender-classification task. However, our explanation of the
model’s action strategy is given in such a way that we may also compare it to other
active vision models.

Table 1.1: Research questions addressed by the different experimental chapters.

Task RQ 1 RQ 2 RQ 3 RQ 4
Chapter 2 1 ×
Chapter 4 2 ×
Chapter 5 3 ×
Chapter 6 4 ×



Chapter

2
Comparison of Active Vision Models

This chapter is based on the following articles1.

1. G.C.H.E. de Croon, I.G. Sprinkhuizen-Kuyper, and E.O. Postma (in submission). Com-
parison of Active Vision Models. Submitted to Image and Vision Computing.

2. G.C.H.E. de Croon, I.G. Sprinkhuizen-Kuyper, and E.O. Postma (2006c). Compar-
ing active vision models. MICC-IKAT Technical Report 06-02, Universiteit Maastricht,
Maastricht, the Netherlands.

In this chapter, we focus on RQ 1: How does the adaptive active vision approach relate
to other approaches of active vision? To answer this question, we compare existing
active vision models with each other.

In the literature, a myriad of active vision models has been proposed that select
their actions in different ways. Many of these active vision models are designed for
specific tasks. For example, there are active vision models specifically constructed
for detecting edges (Kass, Witkin, and Terzopoulos, 1988), for controlling the gaze
of a simulated fish (Terzopoulos and Rabie, 1997), and for detecting a particular
object in a visual scene (Minut and Mahadevan, 2001).

There are also models that seem to be instances of a more general approach to
active vision. In the literature, we discern two such approaches: the probabilistic
approach (see, e.g., Denzler and Brown, 2002) and the adaptive approach (see, e.g.,
Nolfi and Marocco, 2002).

The probabilistic approach regards active vision as an iterative process of state
estimation and action selection. We employ the term ‘probabilistic’, since the ap-
proach uses a probabilistic framework for action selection. The central goal of prob-
abilistic models is to reduce uncertainty on a predetermined part of the world state
(cf. Schiele and Crowley, 1998; Paletta, Prantl, and Pinz, 1998; Kröse and Bun-
schoten, 1999; Borotschnig et al., 2000; Arbel and Ferrie, 2001; Denzler and Brown,
2002; Deinzer, Denzler, and Niemann, 2003; Deutsch et al., 2004). Typical tasks stud-
ied in this field include the classification of 3-D objects, depth estimation, and object
tracking.

1The author would like to thank his co-authors for their permission to use parts of the articles in this
chapter.
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The adaptive approach does not employ an explicit two-tier process of state
estimation and acting. We employ the term ‘adaptive’, since the approach adapts
a predetermined structure (such as a neural network) to optimise performance on
a specific task (cf. Harvey et al., 1994; Hornby et al., 2000; Nolfi and Marocco, 2002;
Beer, 2003; Floreano et al., 2004; van Dartel et al., 2005; de Croon, Postma, and van
den Herik, 2006b; Suzuki, van der Blij, and Floreano, 2006). Although the choice
of the structure and the optimisation method impose implicit restrictions on the
possible action strategies, the goal is not to predetermine what the active vision
model should do internally. Typical tasks studied in this field include behavioural
classification tasks and control tasks. An example of a behavioural classification
task is the task in van Dartel et al. (2005), in which an agent has to catch big objects
and avoid small ones.

It is hard to compare different models from the two approaches on the basis of
the literature alone. The comparison is hampered for mainly two reasons. The first
reason is that the active vision models of the two approaches are devised and stud-
ied in two isolated research fields. We regard the fields as isolated, since the studies
of the different fields do not refer to each other. The second reason is that the mod-
els have not been compared empirically, even not within a single approach. Most of
the different existing models have only been compared with either a random action
model or with a passive vision model.

For the above two reasons, it is unclear how different types of active vision mod-
els relate to each other. In this chapter we aim at shedding more light on this matter
by comparing six different vision models: three probabilistic active vision models,
one adaptive active vision model, and two benchmark models (a random action
model and a passive vision model). In our comparison we focus on a classification
task of 3-D objects. We empirically determine how the six models compare to each
other, both with respect to the classification performance they achieve and to the
number of actions they need for classification.

In Section 2.1 we introduce the notation used to describe the vision models.
Then, in Section 2.2, we explain the belief state update that is used by all models. In
Section 2.3 the six vision models are described. We explain the experimental setup
in Section 2.4. The experimental results are shown in Section 2.5, and are analysed
in Section 2.6. Subsequently, we discuss the results of our comparison in Section 2.7.
Finally, we provide the chapter conclusion in Section 2.8.

2.1 Notation

Throughout the chapter we will use the following notation. By p(X) we indicate
a probability distribution over all elements of the set X . Where capital letters rep-
resent sets, small letters represent elements. Therefore p(x) is the probability of a
specific element x ∈ X . Since we discuss the active vision models in the context
of a classification task, we use the following variables: O is the set of all possible
observations, C the set of all possible classes, and A the set of all possible actions. A
specific observation, class, and action are denoted by o, c, and a, respectively, where
o ∈ O, c ∈ C, and a ∈ A. In our discussion of the models, we will assume O, C, and
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A to be discrete, finite sets, but all models can be applied to continuous variables
as well (see, e.g., Denzler and Brown, 2002). The active vision process extends itself
over multiple discrete time steps. The time step before the model takes an action,
or performs an observation, is indicated by 0. A possible maximum number of time
steps is indicated by t. The current time step is represented by i. A bold letter with
subscript i indicates a sequence until time step i. For example, oi = 〈o1, o2, . . . , oi〉
is the sequence of observations of the first i time steps. Similarly, the sequence of
corresponding actions is ai = 〈a1, a2, . . . , ai〉.

The belief state at a time step i represents the probabilities of the classes, given
the past observations and actions: p(C | oi−1, ai−1). The probability of a particular
class c at time step i is indicated by p(c | oi−1, ai−1). On the basis of the current
belief state p(C | oi−1, ai−1), the probabilistic active vision models determine an
action2 for the current time step, ai, which results in an observation oi. The action
and observation allow the models to calculate the belief state for the next time step,
p(C | oi, ai). At time step i = 1, the belief state is equal to the prior distribution,
i.e., p(C | o0, a0) = p(C), since o0 = a0 = 〈〉. The belief state at time step i = 2 is
determined by the belief state update rule, explained in the next section.

2.2 Belief State Update

Since we want to focus on the differences in action selection strategies between the
different types of active vision models, we provide all models with the same belief
state update rule. We select the recursive belief state update introduced by Denzler
and Brown (2000), since it can be employed by all vision models (see Section 2.3).

The goal of the belief state update is to calculate the posterior probability dis-
tribution p(C | oi, ai). Denzler and Brown (2000) rewrite this posterior distribution
with the help of the assumption that an observation only depends on the class and
the current action. This assumption is referred to as the Markov assumption, and it
can be expressed as follows.

p(oi | C, oi−1, ai) = p(oi | C, ai) (2.1)

The Markov assumption is reasonable in the light of the experiments by Denzler
and Brown (2000). They study an active vision model that has to classify different
3-D objects. Each action of the active vision model corresponds to an angle from
which an object can be viewed. Since in their experimental setup any angle can be
reached at any time step, the observation does indeed not depend on past observa-
tions and actions (we note that our task and experimental setup are similar). The
Markov assumption in Equation 2.1 can be used to obtain the following equation3.

2The expression ‘select an action’ may imply that there is a finite set of discrete actions between
which the model can choose. The expression ‘determine an action’ does not specifically imply either a
discrete or a continuous action domain. In the thesis, we will not make this difference between the two
expressions, and will use them interchangeably.

3We show how to obtain the equation in Appendix A.1. For a further discussion of the Markov
assumption in a different context, see Subsection 4.6.2.



12 Comparison of Active Vision Models

p(C | oi, ai) =
p(oi | C, ai)p(C | oi−1, ai−1)∑
c∈C p(c | oi−1, ai−1)p(oi | c, ai)

(2.2)

This formula can be used as a recursive belief state update. Namely, to calculate
the new belief state via Equation 2.2, we need (1) the old belief state and (2) the
observation probability distributions p(O | c, a) for all classes and actions. These
distributions have to be determined before application of the active vision model.
The subscript i is dropped here, since it is assumed that the distributions are static.
In this chapter, all vision models employ the belief state update of Equation 2.2.

2.3 Six Vision Models

Below, we briefly introduce the six vision models that are compared in this chapter.
The bold letters in the text clarify the abbreviations of the models. Subsection 2.3.1
to 2.3.6 contain a more detailed description of all the models.

The first three vision models belong to the probabilistic approach. They all take
actions with the goal of reducing the uncertainty in the belief state, but employ
different action selection strategies. The first model (MI) calculates the expected
usefulness of all actions with the help of Mutual Information. Then, it selects the
best one. The second model (L-ER) Learns how to take actions to achieve Entropy
Reduction in the belief state. It learns an action policy that maps the current belief
state to an action. The third model (RK) makes a RanKing of all actions for each
class in advance. During execution, it selects the action that has the highest rank
for the most probable class.

There is no existing model from the adaptive approach that can be directly com-
pared to the probabilistic models above. As a consequence, we created an active
vision model that adheres to a main characteristic of adaptive active vision mod-
els: that they are directly adapted on the basis of the performance. For this reason,
we introduced a fourth active vision model (L-CP) that does have an explicit belief
state, but Learns to take actions to achieve a high Classification Performance. We
remark that L-CP is different from most adaptive active vision models, since such
models either have an implicit belief state or no belief state at all.

Models five and six are benchmark models. The fifth active vision model (RA)
is an active vision model that takes Random Actions. The sixth vision model (PA)
is a PAssive vision model, that cannot perform actions and has to base its state
estimation on only one observation. Below, we describe in more detail the above-
described vision models.

In the thesis, we distinguish three types of parameters: model parameters, task pa-
rameters, and training parameters, to denote parameters that apply to models, tasks,
and training, respectively. During our discussion of the models, we will only men-
tion the model parameters that are trained for a specific task.
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2.3.1 Mutual Information ( MI)

The first model, mutual information (MI), belongs to a group of active vision models
that perform tentative belief state updates for all possible actions, before selecting
one action for actual execution (cf. Borotschnig et al., 1999; Denzler and Brown,
2000; Borotschnig et al., 2000; Denzler and Brown, 2002; Deutsch et al., 2004). We
implemented the model introduced in Denzler and Brown (2002). It selects an ac-
tion ai that results in the maximal mutual information between the observations
and classes, given the past observations and actions:

ai = argmaxaI(C; O | oi−1, ai−1, a), (2.3)

where the mutual information I(C; O | oi−1, ai−1, a) is given by the following for-
mula.

I(C;O | oi−1, ai−1, a) = (2.4)

∑

c∈C

∑

o∈O

p(c | oi−1, ai−1)p(o | c, a)log
(

p(o | c, a)∑
c∈C p(c | oi−1, ai−1)p(o | c, a)

)

The derivation of Equation 2.4 from the definition of mutual information is
given in Appendix A.2. It is based on Denzler and Brown (2000) and makes use
of the Markov assumption. Equation 2.4 shows that the mutual information for an
action can be calculated on the basis of the belief state p(C | oi−1, ai−1) and the
observation probability distributions p(O | c, a). MI does not have any model para-
meters that have to be trained. Hence, this active vision model does not need any
training time other than the time to learn the observation probability distributions
p(O | c, a).

In Denzler and Brown (2002), an approach for dealing with continuous obser-
vations or states is proposed that employs Monte-Carlo sampling from the obser-
vation probability distributions. We implemented this approach, since in our task
of classifying 3-D objects (described in Section 2.4) the models face continuous ob-
servations. As a consequence, the execution time of the model depends on both the
number of objects and the number of actions. This leads to an increasing amount
of execution time for increasing object subset sizes. We note that this is a conse-
quence of the sampling used, not of the criterion of mutual information itself. See,
for example, the research by Denzler, Zobel, and Niemann (2003).

2.3.2 Learning for Entropy Reduction ( L-ER)

The second model, learning for entropy reduction (L-ER), adapts an action selection
policy to the task (see, e.g., Paletta et al., 1998; Deinzer et al., 2003). For example, we
can adapt a policy Π that maps the belief state to an action, Π : p(C | oi, ai) → A.
In Paletta et al. (1998) the mapping is adapted by means of reinforcement learning
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(see, e.g., Sutton and Barto, 1998), with the entropy reduction in the belief state
as the reinforcement signal. Instead of reinforcement learning, we employed an
evolutionary algorithm (Holland, 1992; Bäck, 1996).

We implemented Π with a feedforward multilayer neural network. The neural
network transformed the current belief state into outputs that represented the pos-
sible actions. Therefore, the network had n input neurons, where n was the num-
ber of objects (classes) under consideration. It had 36 output neurons, i.e., the
number of possible actions (see Subsection 2.4.1). The active vision model exe-
cuted the action corresponding to the output neuron with the highest activation
value. The number of hidden neurons was half the number of inputs (classes),
i.e., bn

2 c. The hidden and output neurons all had sigmoid activation functions:
a(z) = tanh(z) = 1− 2

1+e2z , a(z) ∈ 〈−1, 1〉. The model parameters to be trained for
the task were the weights of the neural network. They formed the genome used by
the evolutionary algorithm4 (see Subsection 2.4.4).

The fitness f of policies in the population during evolution was defined as the
expected total entropy reduction in the belief state over all t time steps.

f(Π) = E

[
t∑

i=1

(H(C | oi−1, ai−1)−H(C | oi, ai))

]
= E [H(C)−H(C | ot, at)]

(2.5)

We approximated the expected total entropy reduction as follows. First a policy
Π was executed on all objects in the selected object set. Then we averaged over the
measured total entropy reduction.

A key property of L-ER is that its action policy allows very fast action selection
at execution time. However, this fast execution time comes at the cost of a long
training time. In addition, if we add an object to the object subset, we need to
retrain L-ER’s action policy to adjust to the new situation.

2.3.3 Ranking ( RK)

The third model, ranking (RK), bases its action selection on a ranking of actions
made in advance of the model’s execution (see, e.g., Schiele and Crowley, 1998;
Kröse and Bunschoten, 1999; Arbel and Ferrie, 2001). The model ranks the actions
a ∈ A for each ground truth class k ∈ C according to how well they disambiguate
the different classes. To determine how well an action disambiguates the classes,
the model uses the expected entropy reduction, given a uniform belief state. The
training of the model consists of assigning values to the actions. The values are the
model parameters trained for the task, and they are set according to Equation 2.6.
In the equation, the variable k denotes the ground truth class, since the variable c
already denotes the different classes in the context of the belief state.

4Since the model parameters were trained by evolutionary adaptation, we may also refer to them as
adaptable model parameters. This is the term that we will use in the chapters 4 to 6, since in those chapters
we only use evolutionary algorithms.
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value(a | k) = E [H(C)−H(C | o, a) | a, k] (2.6)

= H(C)− E[H(C | o, a) | a, k] (2.7)

We approximated the expected entropy in Equation 2.6 by sampling repeatedly
an observation o ∈ O from class k, according to p(O | a, k), resulting in observations
oj(a, k), j = 1, 2, . . . , m. Then we used the following approximation.

E[H(C | o, a) | a, k] ≈ 1
m

m∑

j=1

H(C | a, oj(a, k)) (2.8)

During execution, the model receives an observation, updates the belief state,
and selects the best action for the most probable class. It selects the action with the
highest value that has not been performed before. Compared to MI, RK has a short
execution time, since the ranking of actions resulting from the training procedure
allows a fast execution time. Compared to L-ER, it has a short training time, since
it calculates only once for every action-class pair how good the action is. Yet, the
drawback of RK may be that the advantages concerning execution and training time
come at the cost of a lower performance attained on the classification task.

2.3.4 Learning for Classification Performance ( L-CP)

The fourth model, learning for classification performance (L-CP), is inspired by the
adaptive approach to active vision. The model is rather similar to the model L-
ER. They both employ an action policy Π that maps the belief state to an action,
Π : p(C | oi, ai) → A. The difference with L-ER is that we use a different fitness
function f for this model:

f(Π) =
g

n
, (2.9)

where g is the number of correctly classified objects, in a trial in which the model
has to classify n objects (n ≥ g). Since the model is so similar to L-ER, L-CP is
only a small step in the direction of the adaptive approach. The reason that we
still state that this model belongs to the adaptive approach, is that it directly uses
the classification performance for learning the action strategy. We implemented the
action policy Π with the same type of feedforward multilayer neural network as the
one used by L-ER. Both methods train the same model parameters, i.e., the neural
network weights. As L-ER, L-CP has a long training time and a short execution time.
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2.3.5 Random Actions ( RA)

The fifth model, random actions (RA), selects actions at random. It is commonly
used as a benchmark model in experiments with active vision models. The differ-
ence in performance between this model and the more elaborate models discussed
above forms an indication on how useful it is to use their action strategies. We note
that one should not think of this model as randomly selecting a class: although the
model takes random actions, it uses the same estimates of the observation proba-
bility distributions and the same belief state update rule as the other active vision
models. It may be clear that RA does not have model parameters that need to be
trained.

2.3.6 Passive Vision Model ( PA)

The sixth model, the passive vision model (PA), receives one observation and im-
mediately classifies the object with the help of the observation probability distribu-
tion. It selects the class that has the highest probability to generate the observation
o, given its randomly selected a. The model provides a bottom performance for all
active vision models described above. As RA, PA does not have model parameters
that need to be trained.

2.4 Experimental Setup

In this section, we describe the experimental setup. We first explain the task to
which the models are applied. Then we discuss all experimental conditions and
indicate how the results are obtained for each condition. Subsequently, we explain
the evolutionary algorithm that is used to train the models L-ER and L-CP.

2.4.1 Turn-table Task

Most of the probabilistic active vision models have been introduced in the context
of a classification task of 3-D objects (cf. Paletta et al., 1998; Borotschnig et al., 2000;
Arbel and Ferrie, 2001; Denzler and Brown, 2002). Therefore, we also employ such a
task for our empirical comparison of the active vision models. For the experiments,
we used the Amsterdam Library of Object Images (ALOI) data set (Geusebroek,
Burghouts, and Smeulders, 2005). The data set contains 1000 objects. Each object
has been placed on a turn-table and has been photographed from 72 angles that are
each 5◦ apart. In our experiments, we used the set of gray-value images with the
smallest size (192× 144). Figure 2.1 shows an example subset of 25 objects.

The task for the active vision model is to classify a 3-D object, by selecting the
right viewing angles. The selection of a viewing angle corresponds to turning
the turn-table. Figure 2.2 illustrates one time step in the classification task. The
active vision model has to determine an action on the basis of its current belief
state (left box). The actions that the model can take correspond to the angles from
which it can view the object. The selected action results in an observation (top
right box). An observation is a vector containing the values of the first q principal
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Figure 2.1: Example set of objects (n = 25).

components of the image taken from the selected viewing angle (cf. Paletta et al.,
1998; Borotschnig et al., 2000; Denzler and Brown, 2002). Figure 2.3 is a visuali-
sation of the first five principal components of the object set in Figure 2.1. Since
different classes could have led to the observation, the active vision model assigns
probabilities to the different classes on the basis of the observation probability dis-
tributions (bottom right box). On the basis of these probabilities, the belief state is
updated (left box). As in Denzler and Brown (2002), the active vision model clas-
sifies the object, as soon as its confidence in one of the classes is higher than 90%
(max(p(c | oi, ai)) ≥ 0.90) or the number of observations is equal to 10. In these
cases, the class k with highest probability is selected: k = argmaxcp(c | oi, ai), else
the model continues selecting viewing angles and updating its belief state.

2.4.2 Experimental Conditions

In total, we performed experiments under 16 different conditions. A main differ-
ence between the various experimental conditions is given by the fact whether the
model can determine the first viewing angle or not.

If the model can determine the first viewing angle, it starts with a uniform belief
state. If it cannot determine the first angle, the run starts with an observation from a
random angle that is unknown to the active vision model. Therefore, the model has
to follow a different strategy for updating the belief state for the first observation.

In our experiments, we examined two different strategies: a conservative strategy
and a confident strategy. Both strategies take the observation o and determine for
each action-class pair the probability that it leads to the observation. The conserv-
ative strategy then excludes the classes that have zero probability of leading to the
observation, assigning equal probabilities to the remaining classes. The confident
strategy sums the probabilities over all classes per action. It assumes that the action
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Figure 2.2: Illustration of one time step in the turn-table task. The active vision model selects
an action on the basis of its current belief state (left box). This action corresponds to the angle
from which the object is viewed, and results in an observation (top right box). The model
assigns probabilities to the different classes on the basis of the observation probability dis-
tributions (bottom right box). On the basis of these probabilities, the belief state is updated
(left box).

Figure 2.3: Visualisation of the first five principal components of the object set shown in
Figure 2.1.

taken is the one with the highest sum of probabilities and updates the belief state
with the help of o and the most probable action.

In addition to varying whether the model can select the first viewing angle and
what update strategy it follows for the first observation, we also varied two task
parameters5: the number of objects that have to be classified (n), and the number of
principal components (q). This leads to four factors of variation in the experimental
conditions.

1. Selection of first viewing angle

2. Confident or conservative strategy

3. Number of objects n

4. Number of principal components q

5Parameters pertain to quantities, therefore we do not speak of task parameters in the case of selecting
the first view angle and choosing the update strategy of the first observation.
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Table 2.1 summarises the different experimental conditions. We note that not all
possible conditions are studied, since this would be intractable. The 16 experimen-
tal conditions are subdivided into four sets (A, B, C, and D). In sets A, C, and D,
we use q = 1 principal component, in set B we use q = 2 principal components.
The number of principal components does not exceed 2, since adding more compo-
nents leads to a ceiling effect (see Section 2.5). Furthermore, for each set we vary the
number of objects n with steps of 25 from 25 to 100 in order to test the active vision
models on different levels of difficulty. We stop at 100, since adding objects does
not only make the task more difficult, it also increases the training / execution time
of the active vision models. The number of runs is explained in Subsection 2.4.3.

Table 2.1: The 16 experimental conditions used for comparing the six vision models. The
conditions are subdivided into four sets (A, B, C, and D). q stands for the number of principal
components, n for the object subset size. For the experiments with a random first view angle,
we employed a conservative or a confident strategy to cope with the first observation. The
meaning of the number of runs is explained in Subsection 2.4.3.

Model Determines First View Angle
Set A q = 1 n = 25, 50, 75, 100 50 runs
Set B q = 2 n = 25, 50, 75, 100 30 runs

Random First View Angle
Set C q = 1 n = 25, 50, 75, 100 - conservative strategy 30 runs
Set D q = 1 n = 25, 50, 75, 100 - confident strategy 30 runs

Before starting the experiments under all experimental conditions, we manually
tuned all parameters that are not subject to training. We have chosen to tune the
relevant model parameters and training parameters (see Subsection 2.4.4) on a set
of 250 objects from the ALOI data set, henceforth referred to as the tuning set. Then,
we used the tuned model parameters and training parameters to perform our ex-
periments under the 16 experimental conditions on the 750 objects that were not
used for tuning, i.e., the testing set.

2.4.3 Experimental Runs
The results of the 16 experimental conditions have been obtained by performing
multiple experimental runs. We regarded the experiments of set A, i.e., with one
principal component (q = 1) and in which the models determine the first viewing
angle, as our standard experiments. To obtain the most reliable results for these ex-
periments, we performed 50 different experimental runs. For the other experiments
we relied on 30 different experimental runs (see Table 2.1). Each experimental run
consisted of four phases. They are enumerated below, and thereafter discussed in
more detail.

1. Object subset selection and preparation

2. Estimation of the observation probabilities

3. Training of the vision models
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4. Testing of the vision models

Phase 1: Object Subset Selection and Preparation

In phase 1 we randomly selected an object subset of size n from the ALOI data
set. We loaded the corresponding images and resized them to one fourth of their
size with bicubic resampling (using the MATLAB c© implementation). Following the
experimental setup in Schiele and Crowley (1997), the images were divided into a
training set (images with angles divisible by 5◦, excluding those divisible by 10◦)
and a test set (remaining images). Simple PCA (Partridge and Calvo, 1998) was used
to determine the principal components in the training images.

Phase 2: Estimation of the Observation Probabilities

In phase 2 we estimated the observation probabilities p(O|A,C) that are necessary
for the belief state updates of all the models. For simplicity, we assumed, as in Kröse
and Bunschoten (1999), Borotschnig et al. (2000), and Denzler and Brown (2002),
that the observations O for a given action a and class c were Gaussian distributed
in the space spanned by the principal components: p(O|a, c) ∼ N (µ, Σ), with µ and
Σ dependent on a and c. The covariance matrix Σ was assumed to be diagonal.
The distribution parameters µ and Σ were estimated for each combination of a and
c with the help of the training set. The difficulty in determining the observation
distributions was that the ALOI data set only contains one image per class and per
angle. It is not possible to estimate an observation probability distribution on the
basis of one observation. Therefore, we increased the number of images used for the
estimation by perturbing the training images. This perturbation took into account
that the photos in the test set belong to the angles in between those of the training
set. In particular, to sample an observation from class c and angle d◦, we morphed
the image with either the image of angle d + 10◦ or the image of angle d− 10◦. The
morphed image vector vmorph was determined as follows.

vmorph =
{

(1− |m|)vd + |m|vd+10 , if m > 0
(1− |m|)vd + |m|vd−10 , if m ≤ 0 (2.10)

The result of morphing depended on the random number m ∈ [−0.5, 0.5]. Figure
2.4 shows three real images and two morphed images of a sneaker viewed from
angles d = 20, 30, and 40. The images indicated by m = −0.5 and m = 0.5 are
morphed images of the image with d = 30.

Phase 3: Training of the Vision Models

In phase 3 we trained the active vision models L-ER, RK, and L-CP on the training
angles. The models MI, RA, and PA do not have a training procedure. We have fully
described the training procedure of RK in Subsection 2.3.3. We trained L-ER and L-
CP with an evolutionary algorithm, which is explained further in Subsection 2.4.4.
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d = 20 m = −0.5 d = 30 m = 0.5 d = 40

Figure 2.4: Morphing images for estimation of the observation probability distributions. The
left image is taken from angle d = 20, the middle image from d = 30, and the right image
from d = 40. The images indicated with m = −0.5 and m = 0.5 are morphed images.

Phase 4: Testing of the Vision Models

In phase 4 we tested the active vision models on the test angles. We provided each
model with the same test objects and, in the case that the model did not determine
the first viewing angle, with the same first test viewing angles.

2.4.4 Evolutionary Algorithm

In this subsection, we discuss the λ, µ-evolutionary algorithm (Bäck, 1996) em-
ployed to train the active vision models L-ER and L-CP. As explained above, we
tuned the training parameters, such as the number of policies λ and the number
of selected policies µ, on the tuning set of objects. The influence of different train-
ing parameter values on the results is discussed further in Subsection 2.7.4. For the
time being, we just explain the training parameters and mention their tuned values.

We started evolution by randomly initialising λ different policies, λ = 20. Each
policy Π : p(C | oi, ai) → A was implemented by a fully connected multilayer
feedforward neural network, with weights in the range [-1, 1]. The genome of an
individual policy directly represents the weights as a vector of double values in the
aforementioned range.

Training observations were generated according to the learned Gaussian distri-
butions that represent p(O|a, c), but we multiplied the standard deviations of these
distributions by a constant factor β in order to obtain interesting training cases that
require actions. Figure 2.5 illustrates why we employed this factor β. The solid
and dotted line illustrate the observation probability distributions of two different
objects, projected onto the first principal component. Clearly, if we sample accord-
ing to these probability distributions, each observation can be classified correctly
without the need for further actions. However, if the factor β is employed, the gen-
erated observations are more interesting. For example, the model may encounter
observations that fall in between the probability distributions of the two different
objects. The dashed line in Figure 2.5 illustrates the way in which observations are
sampled for training. We set β to 4, on the basis of preliminary experiments on the
tuning set of objects.

To evaluate a policy, we applied it n times to the training set, so that it was
evaluated once for each object. For L-CP we defined the fitness of a policy as the
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Figure 2.5: Illustration of the use of β. The solid and dotted line illustrate the observation
probability distributions for the same action of two different objects, of which the images are
projected on the first principal component. The dashed line illustrates the way in which we
sample observations for training if the model has to classify the object corresponding to the
solid line, with β = 4.

proportion of correct classifications. For L-ER we defined the fitness of a policy as
the mean entropy-loss in the belief state. After all policies had been assigned a fit-
ness, the best µ = 5 policies were selected to form the next generation of policies.
Per selected policy, 4 offspring were created by copying its genome 4 times. Then
mutation was applied to the genomes of the offspring, where every gene (weight
of the neural network) had a probability of pmut of being mutated. In our exper-
iments, we set pmut to 1

25 . We mutated a gene by assigning it a random number
from the interval [−1, 1]. This process of fitness evaluation, selection, and procre-
ation, continued for 2n generations. Preliminary experiments on the tuning set had
shown that this number of generations allowed convergence of the evolutionary
algorithm. The best policy of the last generation was returned as the trained pol-
icy. Since the outcome of training depends on the initial population, we performed
three evolutions and selected the policy that obtained the highest fitness. We eval-
uated this selected policy on the test set.

2.5 Results

As explained in Subsection 2.4.2, we performed experiments under 16 different
conditions, subdivided into four sets A, B, C, and D. In this section, we first show
the results of the experiments in which the first view angle is determined by the
models (sets A and B). Then we present the results of the experiments in which the
first view angle is determined at random and is unknown to the models (sets C and
D).
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2.5.1 Model Determining First View Angle

Below, we first show the results for the experiments with one principal component
(set A), and then for two principal components (set B). In each case, experiments
were performed for n = 25, 50, 75, and 100.

Set A: One Principal Component

Table 2.2 shows the results of all six vision models for the experiments with one
principal component. Table 2.2 consists of three subtables, which we describe be-
low.

Table 2.2: Results of experiments in set A (q = 1). Top table: Average performance and stan-
dard error of the mean per vision model, based on 50 experimental runs. The best average
performances are typeset in bold. Middle table: Number of actions performed per vision
model, based on 50 experimental runs. The first number in each cell is the average number
of actions performed per run. The second number is the average of the maximal number of
actions performed for one object in an object subset. Bottom table: Statistically significant
results for the experiments with n = 25, 50, 75, and 100 (p < 0.05). If a subset size is men-
tioned in a cell, then the active vision model of the cell’s row significantly outperforms the
model of the cell’s column.

n MI L-ER RK L-CP RA PA
25 84.6 (1.3) 86.1 (1.1) 81.8 (1.3) 87.0 (1.0) 74.4 (0.1) 68.6 (0.2)
50 73.6 (1.2) 71.0 (1.0) 71.1 (1.0) 72.1 (1.0) 64.0 (1.0) 47.9 (1.1)
75 63.2 (0.9) 61.4 (0.9) 62.2 (0.9) 64.7 (1.0) 58.4 (0.9) 34.2 (1.0)
100 56.8 (0.9) 54.3 (0.9) 55.6 (0.9) 62.2 (1.3) 58.5 (0.6) 27.9 (0.9)

n MI L-ER RK L-CP RA PA
25 1.06 / 1.82 1.04 / 1.68 1.04 / 1.64 1.05 / 1.74 1.19 / 2.26 1 / 1
50 1.09 / 2.00 1.08 / 2.08 1.08 / 2.08 1.08 / 2.00 1.30 / 2.67 1 / 1
75 1.12 / 2.14 1.11 / 2.22 1.17 / 2.44 1.18 / 2.38 1.15 / 3.06 1 / 1
100 1.15 / 2.10 1.16 / 2.40 1.22 / 2.74 1.35 / 2.54 1.52 / 3.20 1 / 1

MI L-ER RK L-CP RA PA
MI 25, 50, 75 25, 50, 75, 100
L-ER 25 25, 50, 75 25, 50, 75, 100
RK 25, 50, 75 25, 50, 75, 100
L-CP 100 75, 100 25, 100 25, 50, 75, 100 25, 50, 75, 100
RA 100 100 25, 50, 75, 100
PA

The top table shows the mean performance and standard error of the mean. The
results of each model are shown in a column, while rows represent the experiments
for a specific number of objects. We type-set the results of the model that has the
best average performance in bold. We may make four observations about these
results. First, the table shows that for 25, 50, and 75 objects, all methods have a
higher mean performance than the random active vision strategy, confirming the
results from the literature (Paletta et al., 1998; Borotschnig et al., 2000; Denzler and
Brown, 2002). However, it also shows that the random strategy deteriorates less
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with a growing object subset. For 100 objects, the random strategy performs better
than all other models, except L-CP. Second, model RK performs worse than models
MI, L-ER, and L-CP on the smallest subset, but performs better than model L-ER on
the bigger subsets with an increasing difference. Third, the active vision model L-CP
performs better than model L-ER on all subset sizes with an increasing difference. It
attains the highest performance on three of the four subsets, and is the only active
vision model that outperforms the random active vision strategy for 100 objects.
Fourth, MI and L-CP always perform better than RK.

The middle table shows the number of actions that the different active vision
models take to classify an object. It shows per subset size and per vision model,
how many actions it takes on average to classify an object (first number in each cell).
We also recorded for each experimental run the maximum number of actions taken
by each active vision model. The table shows what the maximum number of actions
is that a model takes, averaged over all experimental runs (second number in each
cell). We observe from the table that on average RA performs the most actions,
with as only exception the subset size of 75 objects. The higher number of actions
might explain why RA outperforms most other models on the subset size of 100.
Between the other active vision models, there do not seem to be big differences in
the number of actions that they take. The average number of actions for all models
and all subsets is close to 1, indicating that the first action often already leads to the
classification of the object under evaluation.

The bottom table shows what performance differences are statistically signif-
icant. Since we do not want to make any assumptions regarding the probability
distributions of the experimental results, statistical significance is determined with
a randomisation test (Cohen, 1995), with p < 0.05. In each cell of the table we in-
clude the object subset sizes for which the row’s model is significantly better than
the column’s model. For example, L-ER significantly outperforms RK for a subset
size of 25. Therefore, we include 25 in the cell with row L-ER and column RK.

Set B: Two Principal Components

The task becomes easier if we add a principal component to the observation vector.
Table 2.3 shows the outcome of the experiments with two principal components.
The top table shows that the objects in the ALOI data set are rather dissimilar, since
the addition of a principal component causes a ceiling effect for the active vision
model performances. The performance differences of the passive vision model PA
with the other models is smaller than in the experiments with one principal com-
ponent. As the subset size grows, the active vision models increasingly outperform
RA and PA. The middle table shows the average number of actions and the aver-
age maximum number of actions of all active vision models for the task with two
principal components. As to be expected, the number of actions in Table 2.3 are all
closer to 1 than those in Table 2.2. The bottom table shows the statistical significance
of the performance differences.
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Table 2.3: Results of experiments in set B (q = 2). Top table: Average performance and
standard error of the mean per vision model, based on 30 experimental runs. Middle table:
Number of actions performed per vision model, based on 30 experimental runs. The first
number in each cell is the average number of actions performed per run. The second number
is the average of the maximal number of actions performed for one object in an object subset.
Bottom table: Statistically significant results for the experiments with n = 25, 50, 75, and 100
(p < 0.05).

n MI L-ER RK L-CP RA PA
25 99.6 (0.3) 99.7 (0.3) 99.3 (0.3) 99.7 (0.3) 95.1 (0.9) 97.9 (0.5)
50 98.5 (0.4) 98.3 (0.4) 97.7 (0.4) 98.5 (0.3) 92.2 (0.6) 92.2 (0.8)
75 97.3 (0.4) 97.7 (0.3) 97.3 (0.4) 97.6 (0.3) 91.2 (0.6) 88.5 (0.7)
100 95.8 (0.6) 96.2 (0.5) 95.7 (0.6) 96.1 (0.5) 86.0 (0.5) 86.0 (0.7)

n MI L-ER RK L-CP RA PA
25 1.00 / 1.03 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00 1.01 / 1.13 1 / 1
50 1.00 / 1.20 1.00 / 1.10 1.00 / 1.13 1.00 / 1.10 1.02 / 1.60 1 / 1
75 1.01 / 1.47 1.01 / 1.30 1.01 / 1.33 1.00 / 1.23 1.04 / 1.93 1 / 1
100 1.01 / 1.50 1.00 / 1.37 1.00 / 1.40 1.00 / 1.37 1.04 / 2.03 1 / 1

MI L-ER RK L-CP RA PA
MI 25, 50, 75, 100 25, 50, 75, 100
L-ER 25, 50, 75, 100 25, 50, 75, 100
RK 25, 50, 75, 100 25, 50, 75, 100
L-CP 25, 50, 75, 100 25, 50, 75, 100
RA 75
PA 25

2.5.2 Random First View Angle

In this subsection, we show the results of the experiments in which the first view
angle is selected at random. We do so for a conservative strategy (set C) and for
a confident strategy (set D). Again 30 experimental runs were performed for n =
25, 50, 75, and 100.

Set C: Conservative Strategy

Table 2.4 shows the results for the task in which the first view is selected at random,
where the model employs the conservative strategy to handle the first observation.
We see in the top table that the performance of PA is much lower than in Table 2.2.
The reason for this is that it is much harder to classify an object on the basis of
one observation, if the angle is unknown. Many of the other performances in the
table are higher than those in Table 2.2. The reason for this becomes evident, when
investigating the number of actions executed by the active vision models, shown
in the middle table. The models take on average roughly one extra action when
they do not determine the first angle. This extra action is the random, unknown
angle. Apparently, the first observation leads to the exclusion of some objects, but
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does not often lead to an immediate classification. With one observation more, it is
not surprising that the performances are higher than for set A in Subsection 2.5.1.
The only active vision model that does not perform better, is L-CP. Concerning the
comparison of the active vision models, the main observation is that MI performs
better than the other models on all three subset sizes. The bottom table shows the
statistical significance of the performance differences between the various active
vision models.

Table 2.4: Results of experiments in set C (conservative strategy). Top table: Average per-
formance and standard error of the mean per vision model, based on 30 experimental runs.
Middle table: Number of actions performed per vision model, based on 30 experimental
runs. The first number in each cell is the average number of actions performed per run. The
second number is the average of the maximal number of actions performed for one object in
an object subset. Bottom table: Statistically significant results for the experiments with one
principal component and random first angle for n = 25, 50, 75, and 100 (p < 0.05).

n MI L-ER RK L-CP RA PA
25 89.3 (1.1) 87.0 (1.2) 80.2 (1.5) 87.0 (1.2) 76.0 (1.0) 21.8 (1.4)
50 75.0 (1.2) 73.5 (1.3) 72.5 (1.4) 72.0 (1.2) 65.0 (0.7) 12.1 (1.3)
75 66.9 (1.1) 63.0 (1.3) 66.2 (0.9) 63.8 (1.2) 60.3 (0.5) 9.3 (0.9)
100 60.5 (5.3) 56.9 (5.6) 63.5 (6.0) 63.0 (8.6) 58.7 (2.2) 8.6 (5.0)

n MI L-ER RK L-CP RA PA
25 2.04 / 3.03 2.04 / 2.73 2.09 / 2.90 2.04 / 2.60 2.16 / 3.87 1 / 1
50 2.08 / 3.10 2.07 / 3.10 2.16 / 3.30 2.08 / 3.17 2.29 / 4.37 1 / 1
75 2.13 / 3.27 2.12 / 3.20 2.27 / 3.57 2.13 / 3.07 2.41 / 4.83 1 / 1
100 2.15 / 3.13 2.15 / 3.33 2.34 / 3.83 2.29 / 3.53 2.50 / 5.03 1 / 1

MI L-ER RK L-CP RA PA
MI 75, 100 25 25, 50, 75 25, 50, 75, 100
L-ER 25 25, 50, 75 25, 50, 75, 100
RK 75, 100 25, 50, 75, 100 25, 50, 75, 100
L-CP 100 25 25, 50, 75, 100 25, 50, 75, 100
RA 25, 50, 75, 100
PA

Set D: Confident Strategy

We now turn to the results of the experiments with the confident strategy. Table
2.5 shows the results of these experiments. In the top table, we can see that the
performances obtained are lower than for the conservative strategy. Comparing
the middle tables of the conservative strategy (Table 2.4) and the confident strategy
(Table 2.5) reveals that, on average, the active vision models take fewer actions
for the confident strategy than for the conservative strategy. Assuming that the
random action corresponds to the most probable action results in faster, but faultier
classifications. Table 2.5 shows that L-CP and MI perform best for this strategy.
The bottom table again shows the performance differences that were statistically
significant.
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Table 2.5: Results of experiments in set D (confident strategy). Top table: Average perfor-
mance and standard error of the mean per vision model, based on 30 experimental runs.
Middle table: Number of actions performed per vision model, based on 30 experimental
runs. The first number in each cell is the average number of actions performed per run. The
second number is the average of the maximal number of actions performed for one object in
an object subset. Bottom table: Statistically significant results for the experiments with one
principal component and random first angle for n = 25, 50, 75, and 100 (p < 0.05).

n MI L-ER RK L-CP RA PA
25 49.9 (1.2) 43.1 (1.3) 47.8 (1.1) 50.2 (1.4) 39.9 (0.8) 23.6 (1.8)
50 51.3 (0.8) 46.3 (1.2) 47.3 (0.9) 51.2 (0.9) 37.0 (0.5) 13.0 (1.2)
75 47.6 (0.8) 46.4 (1.0) 41.9 (0.7) 48.1 (0.8) 32.3 (0.6) 7.2 (0.7)
100 44.5 (3.2) 44.2 (3.7) 39.2 (3.1) 45.7 (3.6) 30.1 (2.3) 6.8 (4.1)

n MI L-ER RK L-CP RA PA
25 1.57 / 3.03 1.57 / 3.27 1.57 / 3.17 1.59 / 3.23 1.57 / 3.23 1 / 1
50 1.86 / 3.23 1.88 / 3.67 1.86 / 3.30 1.89 / 3.60 1.87 / 3.73 1 / 1
75 1.95 / 3.27 1.97 / 3.62 1.96 / 3.62 1.97 / 3.96 1.97 / 4.00 1 / 1
100 1.98 / 3.67 2.00 / 3.87 1.99 / 3.73 2.00 / 3.93 2.02 / 4.23 1 / 1

MI L-ER RK L-CP RA PA
MI 25, 50 50, 75, 100 25, 50, 75, 100 25, 50, 75, 100
L-ER 75, 100 25, 50, 75, 100 25, 50, 75, 100
RK 25 25, 50, 75, 100 25, 50, 75, 100
L-CP 25, 50 50, 75, 100 25, 50, 75, 100 25,50, 75, 100
RA 25, 50, 75, 100
PA
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2.6 Analysis

In this section, we analyse the empirical results. We start by providing a summary
of the results of the 16 experiments. Then, we attempt to explain the performance
differences between the three probabilistic models MI, L-ER, and RK. Subsequently,
we analyse the performance differences between the three probabilistic models, MI,
L-ER, and RK on the one hand, and the adaptive model L-CP on the other hand. We
do not analyse the performance differences between the probabilistic / adaptive
models with the random active vision model RA or the passive vision model PA,
since this would be trivial.

2.6.1 Summary of Results

Table 2.6 is a summary of the results of the 16 experiments concerning the perfor-
mance differences between the models (Section 2.5). Each cell contains four num-
bers. The top two numbers (x - y) represent the number of times that the model
of the row had a higher (x) or a lower (y) average performance than the model of
the column. The bottom two numbers (v - w) represent the number of times that
the model of the row was significantly better (v) or significantly worse (w) than the
model of the column. For example, the third cell of the top row indicates that MI
outperformed RK 14 times (of which 4 times significantly), while RK outperformed
MI 1 time (not significantly).

Table 2.6: Summary of performance differences of all experiments. For the precise interpre-
tation, we refer to Subsection 2.6.1.

MI L-ER RK L-CP RA PA

MI 12 - 4 14 - 1 5 - 10 15 - 1 16 - 0
4 - 0 4 - 0 0 - 1 14 - 0 16 - 0

L-ER 4 - 12 9 - 7 3 - 11 14 - 2 16 - 0
0 - 4 4 - 3 0 - 5 14 - 1 16 - 0

RK 1 - 14 7 - 9 3 -13 15 - 1 16 - 0
0 - 4 3 - 4 0 - 6 15 - 1 16 - 0

L-CP 10 - 5 11 - 3 13 - 3 16 - 0 16 - 0
1 - 0 5 - 0 6 - 0 16 - 0 16 - 0

RA 1 - 15 2 - 14 1 - 15 0 - 16 13 - 1
0 - 14 1 - 14 1 - 15 0 - 16 13 - 1

PA 0 - 16 0 - 16 0 - 16 0 - 16 1 - 13
0 - 16 0 - 16 0 - 16 0 - 16 1 - 13

Table 2.6 shows an overview of the performance differences between the six
vision models on the 16 experiments. Table 2.7 provides an impression of which
models perform better than others. A ‘>’-sign in a cell means that the model of
the row outperformed the model of the column, and a ‘<’-sign the opposite. A
‘≈’-sign means that the experimental results did not provide a clear result. In the
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next subsections, we analyse the causes of the performance differences between the
different active vision models.

Table 2.7: Relative performances of the six vision models. ‘>’ in a cell means that the model
of the row outperformed the model of the column, and ‘<’ the opposite. ‘≈’ means that the
experimental results did not provide a clear result.

MI L-ER RK L-CP RA PA

MI > > ≈ > >
L-ER < ≈ < > >
RK < ≈ < > >
L-CP ≈ > > > >
RA < < < < >
PA < < < < <

2.6.2 Differences between MI, L-ER, and RK

We start our analysis with the three probabilistic models MI, L-ER, and RK. We first
compare the models MI and L-ER, and then include RK into the comparison.

MI and L-ER

There are three important differences between MI and L-ER. The first important dif-
ference concerns the manner in which the models attempt to reduce the uncertainty
in the belief state. The active vision model MI selects an action ai = argmaxaI(C; O |
oi−1, ai−1, a). In order to compare MI adequately with L-ER, we reformulate MI’s ac-
tion selection (see Equation 2.3) as follows.

ai = argmaxaE [H(C | oi−1, ai−1)−H(C | oi−1, ai−1, a, o)] (2.11)

= argmaxa

∑

c∈C

∑

o∈O

p(c | oi−1, ai−1, a)p(o | c, a)log
(

p(o | c, a)∑
c∈C p(c | oi−1, ai−1)p(o | c, a)

)

(2.12)

Here o is the observation that results from action a. MI maximises the expected
entropy loss in the belief state, given the belief state and the probability distribution
of observations O for an action a.

In contrast, L-ER selects actions a∗t according to the following formula.

a∗t = argmaxat
E[H(C)−H(C | ot, at)] (2.13)
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In the formula t is the time step at which a class is assigned to the object under con-
sideration. Comparing Equation 2.13 with Equation 2.11 makes the first important
difference salient: L-ER maximises the entropy reduction over multiple time steps,
while MI maximises the entropy reduction over one time step. As a consequence,
an advantage of L-ER is that it can perform non-greedy action selection while MI
always performs greedy action selection. We note that greediness is not a general
property of active vision models based on the criterium of mutual information. It
is possible to remodel the active vision process, so that the model can select ac-
tions that lead to maximal uncertainty reduction over multiple time steps, as in
Deutsch et al. (2004).

The second important difference between MI and L-ER concerns the difference
between calculating and learning good actions. Where MI calculates the expected
entropy reduction at every time step, L-ER learns an action mapping on the basis
of experience. During training it performs an action a, which leads to a specific
observation o, and to an entropy loss in the belief state:

H(C | oi−1, ai−1)−H(C | oi−1, ai−1, a, o). (2.14)

While MI directly uses the distribution p(O | c, a) to calculate the expected entropy
loss (see Equation 2.12), the action mapping of L-ER averages over the observations
received during training. These observations come from the distribution p(O | c, a).
Therefore, with an unlimited amount of training time, L-ER should arrive at the
same actions as MI. However, in our implementation, L-ER has a limited amount
of training time. Therefore, it might take actions that do not lead to a maximal
expected entropy reduction.

The third important difference between MI and L-ER concerns the generalisa-
tion over the belief state. L-ER employs a neural network for implementing Π.
The neural network generalises over the input space p(C | oi−1, ai−1). There-
fore, similar belief states are mapped to similar actions, even if using E[H(C |
oi−1, ai−1) − H(C | oi−1, ai−1, a, o)] suggested a different action. Since MI calcu-
lates the expected entropy reduction for each action, it can more accurately map
the belief state to different actions than L-ER.

Table 2.6 shows that MI generally performs better than L-ER. In the current
3-D object classification task, L-ER cannot exploit its advantage of learning non-
greedy action strategies. The main reason for this is that the active vision models
can change the view angle to any other angle at any time step. Therefore, the active
vision models do not need to employ a sequence of non-greedy actions to arrive
at a discriminative view angle. Furthermore, the experimental results show that
classification can often already be performed with one or two observations. This
does not leave much room for employing non-greedy action selection. We believe
that the generalisation of the neural network over the input space is the main reason
that MI outperforms L-ER on most experimental settings. One could argue that the
factor β = 4 is the reason for L-ER’s worse performance, since it prevents L-ER
from learning the real observation probability distribution (which would be learned
with β = 1). However, experiments on the tuning set showed that setting β to 4
improved performance.
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RK

The differences between MI and L-ER are also important with respect to RK. Model
RK uses Equation 2.6 and 2.8 to estimate E[H(C) − H(C|o, a)|a, k]. This estimate
only considers the mode of the belief state. As a consequence, the amount of re-
sulting input states is equal to the number of classes, |C|. This is a low number,
implying a coarse generalisation over the input space. This coarse generalisation
can lead to suboptimal actions. In addition, RK’s estimate does not take into ac-
count past observations and actions. Finally, its action selection is also greedy, as
that of MI.

The reason that MI outperforms RK is most probably that the latter makes such
a coarse generalisation over the input space. We expect that the neglect of informa-
tion from the past does not play a large role in the task, since it involves a rather
low number of actions.

L-ER does not clearly outperform RK in our experiments. This surprised us,
because of three reasons: (1) RK makes a rougher generalisation over the belief
state, (2) RK neglects information from past observations and actions, and (3) RK
uses greedy action selection. The low number of necessary actions most probably
removes the effects of the last two reasons. The first reason might be the cause that
L-ER outperforms RK twice more than the other way around.

2.6.3 Differences of MI, L-ER, and RK with L-CP

We first compare L-ER with L-CP, since the methods are rather similar. Then, we
also compare MI and RK with L-CP.

The only difference between L-ER and L-CP is the fitness function. L-ER is
trained on the basis of the entropy reduction in the belief state, while L-CP is trained
on the basis of classification performance. In other words, L-ER’s action policy is
optimised so that the model is as sure as possible about its classification, while
L-CP’s action policy is optimised so that the model classifies the object correctly.

Intuitively, we may expect that L-CP outperforms L-ER, because being sure
about something does not always correspond to being right. In a practical ex-
perimental setting, belief state updates on the basis of the estimated probability
distributions might not always be correct. Therefore, some belief states might be
misleading, resulting in suboptimal actions and possibly wrong classifications. L-
ER (and the other two probabilistic models) do not have a means for recovering
from such a belief state. L-CP can recover from such a misleading belief state, e.g.,
by selecting an action that does not lead to the maximal entropy reduction but that
will lead to correctly classifying the object. We believe that this is the reason why
L-CP outperforms L-ER.

The difference between MI and L-CP is more complicated. MI outperforms L-CP
five times, while L-CP outperforms MI ten times. A first view would thus lead to
the conclusion that L-CP is better than MI. However, there are two reasons why
we believe that the experiments are not conclusive on the relation between MI and
L-CP. First, the performance differences are almost never statistically significant.
Second, the performance difference between the models seems to depend on the
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experimental condition. L-CP outperforms MI when the model determines the first
action (set A and B), but MI outperforms L-CP on most of the experiments in which
the first angle is randomly chosen and a conservative strategy is followed (set C).

RK performs worse than L-CP. Since it performs almost as good as L-ER, the rea-
son for this is probably the same as the one that explains the performance between
L-ER and L-CP: RK also attempts to reduce the entropy of the belief state, while this
does not always need to lead to a correct classification.

2.7 Discussion

In this section we discuss the limitation of our experiments and the insights pro-
vided by the experimental results. These insights concern both the differences be-
tween the probabilistic approach and the adaptive approach, and the differences
between models of the probabilistic approach. Finally, we discuss the influence of
parameter choices for L-CP and L-ER on the results.

2.7.1 Main Limitation

The main limitation of our comparison of the different active vision models is that
we compared the active vision models on a view-based 3-D object classification task
only. This type of task, although widely used in the literature (e.g., Paletta et al.,
1998; Denzler and Brown, 2002), has specific properties that may not be present in
many real-world problems. For example, in our task, actions represent absolute
angles. As a result, any angle view can be accessed at any time step. In real-world
problems, this might not be the case: an action might represent a shift in the angle
and larger shifts may require multiple actions. Such a different setup may neces-
sitate changes to the models and may generate different results. For example, it
may be wiser to employ another belief state update (e.g., a Naive Bayesian one as
in Paletta et al., 1998) or include the pose as a variable to be estimated, and methods
that are able to find non-greedy action strategies would perhaps be at an advan-
tage (e.g., L-ER and L-CP). In addition, in real-world problems there might be many
more possible actions than just changing the angle from which the model views an
object. Additional actions, and a continuous instead of discrete action space might
also change the problem significantly, and thus influence the performance differ-
ences between the various active vision models.

2.7.2 Probabilistic vs. Adaptive Approach

Even though our comparison is limited, the experimental results give some insight
into the differences between probabilistic and adaptive active vision models. One
might expect an adaptive model to perform worse on the turn-table task, since the
action strategy is not well formalised in terms of reducing entropy. However, the
results show that L-CP is not at a disadvantage. The model L-CP has a high perfor-
mance in most experiments compared to the other active vision models, especially
in the experiments where the model can select the first viewing angle. Importantly,
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it outperforms L-ER in most experiments, while in general not performing more
actions. One could say: “Of course L-CP outperforms L-ER; your testing measure is
equal to the training measure of L-CP.” However, this remark disregards that the final
goal of using entropy reduction in L-ER is also to achieve a good classification per-
formance. The results show that in our experiments, the classification performance
itself is a better measure than the entropy reduction for training the action selection.

The model L-CP does not conform to all properties of an adaptive model: it
incorporates an explicit belief state, which is not typical for the adaptive approach
to active vision. In the rest of this thesis, we shift our focus to models without a
belief state. For example, in Chapter 4 we study how a memoryless model performs
a task of gaze control for classification.

2.7.3 Probabilistic Models

The experiments also provide insight into the differences among the models of the
probabilistic approach to active vision. Our results and analysis indicate that in
most cases MI outperforms both L-ER and RK, while it does not take more actions
than those models. Of course, performance is not the only factor of importance in
choosing between these three models. In Section 2.3 we also discussed differences
in training and execution time. For example, MI has no training time besides the
estimation of the observation distributions, and has a long execution time. On the
contrary, L-ER has a long training time, but a short execution time. RK has both
a short training time and a short execution time, and it does not seem to perform
much worse than L-ER.

2.7.4 Parameter Sensitivity

A drawback of L-ER and L-CP is that they involve many model parameters and
training parameters (the number of hidden neurons, the number of policies, the
mutation rate, the factor β, etc.)6. The long training time of the models prohibits
an exhaustive search through the parameter space. In addition, when no success-
ful policy can be learned, the reason for this often remains unclear. This raises the
question to what extent the tuning of parameters forms an important practical ob-
stacle. This could especially be so, if the results are highly sensitive to the parameter
settings and if only a few settings lead to good results.

We want to show the influence of various model parameters and training pa-
rameters on the performance of the two learning models. As stated above, an ex-
haustive search through the parameter space is too time-consuming. Therefore, we
take the parameters used for the experimental results as a starting point, and then
change the parameters one by one. The experimental results then give an impres-
sion of the influence of the individual parameters on the classification performance.
The model parameter varied is the number of hidden neurons. The training para-

6We note that the model MI does not have this drawback, since it has no model parameters that
need to be trained. The model RK does not have this drawback either, because the training of its model
parameters does not depend on any training parameters.
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meters varied are: the number of policies λ, the number of selected policies µ and
their offspring λ

µ , the factor β, the mutation rate pmut, and the number of evolutions.

Table 2.8: Influence of the different model parameters and training parameters on the perfor-
mances of models L-ER and L-CP. Model PA is included in order to give an impression of the
usual variation in experimental results. The mean performances (and standard errors of the
mean) are based on 30 experimental runs. All parameter settings as used in the experiments
with 25 objects in Section 2.5 are in bold italic.

Hidden neurons 0 5 12 50
L-ER 87.3 (1.3) 87.5 (1.4) 87.5 (1.6) 87.2 (1.6)
L-CP 88.5 (1.6) 89.2 (1.3) 88.7 (1.4) 89.5 (1.3)

PA 70.0 (1.9) 66.8 (2.1) 69.3 (2.2) 70.4 (2.1)
Number of policies (λ) 10 20 50 100

L-ER 87.7 (1.4) 87.5 (1.6) 87.1 (1.6) 87.7 (1.5)
L-CP 88.3 (1.5) 88.7 (1.4) 87.5 (1.7) 88.1 (1.3)

PA 70.0 (1.8) 69.3 (2.2) 69.2 (2.1) 67.7 (2.0)
Number of selected policies / offspring (µ/ λ

µ ) 1 / 20 5 / 4 10 / 2
L-ER 88.1 (1.4) 87.5 (1.6) 88.1 (1.4)
L-CP 88.3 (1.4) 88.7 (1.4) 88.4 (1.4)

PA 69.3 (2.3) 69.3 (2.2) 69.3 (2.2)
Factor β 1 2 4 6

L-ER 85.5 (1.7) 86.7 (1.6) 87.5 (1.6) 87.9 (1.4)
L-CP 78.7 (1.7) 89.1 (1.3) 88.7 (1.4) 87.2 (1.5)

PA 69.3 (2.3) 69.3 (2.3) 69.3 (2.2) 69.3 (2.3)
Mutation rate (pmut) 0.01 0.04 0.06 0.10

L-ER 87.3 (1.5) 87.5 (1.6) 87.9 (1.4) 87.6 (1.7)
L-CP 88.4 (1.4) 88.7 (1.4) 88.3 (1.4) 88.1 (1.5)

PA 69.3 (2.2) 69.3 (2.2) 69.3 (2.3) 69.3 (2.3)
Number of evolutions 1 2 3 4

L-ER 88.0 (1.2) 88.9 (1.4) 87.5 (1.6) 87.1 (1.5)
L-CP 88.5 (1.4) 86.9 (1.6) 88.7 (1.4) 88.3 (1.3)

PA 68.3 (1.8) 72.1 (2.2) 69.3 (2.2) 70.1 (2.9)

Table 2.8 shows the influence of various model parameters and training para-
meters on the performance of L-ER and L-CP for a subset size of 25 objects, taken
from the tuning set. We also include the performance of the passive model, which
does not depend on the parameters considered. It may give an impression of the
usual variance in the experimental results. In addition, it indicates the level of dif-
ficulty of the subsets encountered in the experiments. The average performances
and standard errors of the mean are based on 30 experimental runs. The parameter
values that we used for the experimental results with 25 objects in Section 2.5 are
shown in bold italic. The table shows that careful parameter tuning is not necessary
for obtaining the results reported in this chapter. The performances of the models
are not so sensitive to the parameter changes, except for parameter β. Both L-CP
and L-ER profit from setting β to a value ≥ 2, especially L-CP. As a consequence of
the limited sensitivity of the results to parameter changes, parameter tuning does
not pose a problem for the turn-table task.
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2.8 Chapter Conclusion

In this chapter, we focused on RQ 1: How does the adaptive active vision approach relate
to other approaches of active vision? The overview of the literature showed that be-
sides an adaptive approach, there is also a probabilistic approach to active vision.
The probabilistic approach is different from the adaptive approach in that it uses a
formal framework for action selection. Probabilistic models take actions that maxi-
mally reduce the uncertainty in their belief state. In contrast, adaptive active vision
models learn to take actions on the basis of an external measure of success.

To answer RQ 1, we described six vision models in a common framework and
compared them to each other empirically. The most important conclusion we may
draw from the experimental results regards the adaptive model L-CP. One might
have expected that its lack of a formal action strategy would have a negative influ-
ence on its performance. However, the experiments show that this is not the case.
We may conclude that L-CP performs as well as or better than the probabilistic ac-
tive vision models on the turn-table task.

This conclusion is important, since it encourages us to continue studying adap-
tive active vision models. In the next chapter, we introduce a framework for the
adaptive active vision models studied in the remainder of the thesis.
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Chapter

3
Gaze Control Framework

In Chapter 2 we compared different active vision models. The comparison showed
that the adaptive model performed as well as or better than the probabilistic mod-
els. In the remainder of this thesis, the comparison with probabilistic active vision
models continues to play a role in the background. Our main focus is on adaptive
active vision models. We do not impose a belief state upon the models. Instead, we
leave it to the self-organizing process of artificial evolution to develop a suitable
internal state.

Furthermore, we will focus on active vision models employing foveal vision, i.e.,
which process only a part of the visual scene at a high resolution. These models are
interesting for computer vision, because they have two advantages (Ballard, 1991):

1. they can simplify visual tasks by means of their actions,

2. they are computationally efficient.

The drawback of foveal vision models is that they cannot capture all relevant fea-
tures from the visual field at the same time. Therefore, the active vision models
have to control their gaze in an intelligent manner: they have to process those parts
of the visual scene that are important to their task. We refer to these models as gaze
control models.

In this chapter, we introduce a gaze control framework named ACT-FRAME. The
gaze control models studied in the remainder of the thesis are all instantiations
of ACT-FRAME, but are tailored to different tasks. In Section 3.1, we describe the
three requirements that our gaze control framework imposes on the gaze control
models. Then, in Section 3.2, existing gaze control models are discussed in the
light of these requirements. Remark that the discussion of these models is different
from our discussion of active vision models in the previous chapter, because not all
existing gaze control models are active vision models. In Section 3.3 we describe
ACT-FRAME. Finally, in Section 3.4, we discuss the implementation choices of the
framework.
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3.1 Three Requirements

The gaze control framework imposes three requirements on each gaze control
model.

1. The gaze control model takes local image samples as inputs, rather than processing
the entire image.

2. The gaze control model has to be task dependent.

3. The gaze control model contains no assumptions on what gaze strategy to follow.

These requirements are motivated by the following considerations. Require-
ment 1 is motivated by our goal of computational efficiency. A model that processes
the entire image is not computationally efficient, because the relevant information is
generally constrained to a small subset of image regions. In addition, such a model
would be a passive vision model, which is not the focus of this thesis. Requirement
2 is also motivated by computational efficiency. A model that is not task dependent
is not efficient, since it may be burdened by spurious elements and behaviours that
are neither useful nor necessary for the task. Indeed, as mentioned in Chapter 1,
human gaze behaviour is also task dependent. Requirement 3 is motivated by our
desire to allow as many gaze strategies as possible. If we make assumptions on
what gaze strategy the model should follow, we run the risk of excluding success-
ful gaze strategies that are unknown to us.

3.2 Existing Gaze Control Models

There are many existing gaze control models, not all meeting our three require-
ments. Below we discuss the existing gaze control models in terms of which re-
quirement they do not fulfil. We subdivide the models into four groups: the first
three groups fail to fulfil the corresponding requirements explained above, and the
fourth group does fulfil all requirements.

3.2.1 Failing Requirement 1

The first group consists of all gaze control models that do not fulfil the first require-
ment; they process the entire image. The group contains mostly models of atten-
tion that have as goal to predict human gaze locations in images (e.g., Itti, Koch, and
Niebur, 1998; Privitera and Stark, 2000; Rajashekar et al., 2003). As such, they do not
aim at closely modelling the (active) gaze control process. Itti et al. (1998), Privitera
and Stark (2000), and Brockmann and Geisel (2000) employed bottom-up measures
of visual saliency to predict the gaze locations. Boccignone and Ferraro (2004), Ra-
solzadeh et al. (2006), Torralba et al. (2006), and Peters and Itti (2007) provided a
way of combining the visual saliency with top-down, task-dependent signals. All
the above-mentioned models constructed a list of gaze locations, ranked according
to visual saliency or task importance. They did not actually perform any task and
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can be regarded as a preprocessing stage of a final vision system. For example,
Privitera and Stark (2000) used the gaze locations for efficient image compression.

3.2.2 Failing Requirement 2

The second group consists of all gaze control models that do not obey the second
requirement; the models determine their gaze locations independently of the task.
The models by Sela and Levine (1997), Rybak et al. (1998), Salah, Alpaydin, and
Akarun (2001) entirely relied on visual saliency to determine the next gaze loca-
tion. The model by Lee and Yu (1999) always gazed at locations that contained the
most bottom-up information. Bottom-up information is correlated to the amount of
variance in the observations, which does not depend on a particular task.

Models that only rely on visual saliency or bottom-up information are not ef-
ficient. They always look at the same locations if given the same image, and may
spend processing time on locations that are not useful for their task.

3.2.3 Failing Requirement 3

The third group consists of all gaze control models that violate the third require-
ment; they make assumptions on what gaze strategy to follow. Henderson et al.
(2001) completely determined the gaze strategy of their model, by manually pre-
determining the gaze locations for each image. As a consequence, gaze sequences
were restricted to a limited number of fixed gaze locations. Rao et al. (1995), Ter-
zopoulos, Rabie, and Grzesczuk (1996), Rao et al. (1997), Terzopoulos and Rabie
(1997), and Smeraldi, Capdevielle, and Bigün (1999) created gaze control models
for searching specific objects in images. Their gaze shifts were entirely determined
by the image locations in the field of view that best resemble the object of interest.
For example, Terzopoulos et al. (1996) and Terzopoulos and Rabie (1997) made a
gaze control model for simulated fish. One of the behaviours of the fish was to
follow orange fish. When they perceived the colour orange at the right border of
their local visual inputs, they automatically directed their gaze to the right. The
fish were not free to develop their own way of visually interacting with their envi-
ronment. Young, Scott, and Bandera (1998) and Minut and Mahadevan (2001) also
designed gaze control models for searching specific objects, but allowed the task
to modulate the gaze strategy. Still, it was assumed that the gaze shifts should go
to visually salient locations in the visual field. Existing gaze control models of the
probabilistic approach to active vision (Bandera et al., 1996; Klarquist and Bovik,
1998; Paletta, Fritz, and Seifert, 2005; Lacroix, Postma, and van den Herik, 2007)
also followed clearly defined gaze strategies. Their action strategies were based on
the assumption that gaze shifts serve to gather a maximal amount of information
on a predefined world state. Sprague, Ballard, and Robinson (2007) studied a sim-
ulated person. It had to control its gaze in order to perform a task of walking on
a path, while avoiding obstacles and gathering litter. The model learned to act on
the basis of external rewards such as the amount of litter collected. It incorporated
a belief state representing the probability of objects occurring at different distances
and angles from the simulated person. In addition, the assumption was made that



40 Gaze Control Framework

the eye movements served to increase the certainty in the belief state, which is in
violation with our third requirement.

3.2.4 Fulfilling All Requirements

The fourth group consists of adaptive gaze control models that fulfil our three re-
quirements. We briefly describe the models in the group, along with their applica-
tion domain. An early adaptive gaze control model was the one by Schmidhuber
(1990). This model had to learn to find a black triangle in white images corrupted
by various amounts of noise. Harvey et al. (1994) applied an evolutionary algorithm
to a robot in the real world that had to approach a triangle and avoid a rectangle,
both drawn on a wall of the arena in which it moved around. The works by Kato
and Floreano (2001), Marocco and Floreano (2002), and Floreano et al. (2004) inves-
tigated a rather similar task: to differentiate black squares and triangles in images
corrupted by various amounts of noise. Schlesinger and Parisi (2001), Schlesinger
(2003), and Schlesinger and Casey (2003) used an adaptive active vision model in
an abstract visual environment, in order to explain infant behaviour in response to
occluded objects. In more recent work, adaptive gaze control models were applied
to tasks of higher complexity, such as wall avoidance (Marocco and Floreano, 2002),
simulated driving (Floreano et al., 2004), and landmark navigation (Suzuki and Flo-
reano, 2006a; Suzuki and Floreano, 2006b). The only task in which the gaze control
model had to deal with natural images was in the wall-avoidance task. In this task
a robot had to avoid walls in an empty arena, on the basis of its gaze control.

The gaze control models that we describe in the experimental chapters 4, 5, and
6, belong to the fourth group. The difference with other models in the fourth group
mainly lies in the application of the models: we apply our models to tasks that are
more challenging than the ones mentioned above. In Chapter 4 and 6 the tasks
involve natural static images. In Chapter 5 we study a more difficult version of the
driving task investigated by Floreano et al. (2004).

3.3 ACT-FRAME

The gaze control framework ACT-FRAME is inspired by the models in Kato and
Floreano (2001), Marocco and Floreano (2002), Floreano et al. (2004). The models
that instantiate ACT-FRAME have a closed loop of observations and actions. They
take local image samples, and map these samples to gaze shifts across the image.

In Figure 3.1 we show the core principle behind ACT-FRAME. A model that
instantiates the framework, has two interconnected modules. The first module is
named visual feature extraction (see the bottom right dashed box in Figure 3.1). It
takes a local sample at the current gaze location (x) and extracts visual features
from this sample. Then it passes these features to the second module, named con-
troller (see the top right dashed box in Figure 3.1). The controller processes the
extracted features. It determines a gaze shift in the image on the basis of these fea-
tures and (optionally) on the basis of its internal state. At the new gaze location
(o), the process of feature extraction and gaze shifting is repeated. This iterative
process continues until a stopping criterium is met.



3.4 — Implementation Choices 41

Visual Feature
 Extraction

Controller

x

o

Figure 3.1: The gaze control framework, ACT-FRAME. A model based on the framework
extracts visual features from a local image sample at the current fixation location (x). Then, its
controller maps these feature values to a gaze shift in the image to the new fixation location
(o). This iterative process continues until a stopping criterium is met.

3.4 Implementation Choices

By employing an adaptive approach, we attempt to let the active vision models
as free as possible in the selection of a gaze control strategy. However, we cannot
completely avoid the restriction of possible action strategies. Namely, we have to
make implementation choices. For example, let us assume that we choose a feed-
forward neural network as the model’s controller. Such a network forms a mem-
oryless mapping from the model’s inputs to its outputs. Therefore, the choice for
such a network restricts the model’s gaze control strategies: it excludes strategies
that make use of a memory1.

Since implementation choices entail restrictions of the gaze control strategies, it
is important to explain and motivate these choices. In this section, we explain our
implementation choices regarding the visual feature extraction, the controller, and
the optimisation algorithm used for adaptation.

3.4.1 Visual Feature Extraction

We make two main choices regarding the visual feature extraction. The first choice
is to extract the visual features from a square window, referred to as the gaze win-
dow. Our motivation for the square shape of the window is that it facilitates the
application of feature extraction methods from the field of computer vision2. We

1Remark that the models of the third group in Section 3.2 also incorporate implementation choices.
However, they contain additional assumptions on which gaze control strategies to follow.

2Close modelling of human foveal vision with a highly detailed fovea and a coarse periphery is not
our priority. Our focus is on the requirement that the gaze control model should process local image
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choose the size of the gaze window in a task-dependent manner. For our choice
we take into account that the window should be sufficiently large to perform the
task, but sufficiently small to achieve computational efficiency and to necessitate
intelligent gaze control.

The second choice concerns the manner in which features are extracted from
the image. The feature extraction has to permit the gaze control model to handle
tasks in natural images. Earlier models (such as Floreano et al., 2004) used different
feature extraction techniques such as taking the average gray value of an area or the
gray-value of the centre pixel of an area. In Chapter 5 we study a task similar to the
one in Floreano et al. (2004) and use the same feature extraction techniques. Since
we want to address more difficult real-world problems involving natural images
in Chapter 4 and 6, we employ an elaborate form of feature extraction in those
chapters. In particular, we use the integral features introduced by Viola and Jones
(2001).

3.4.2 Controller

In almost all of our experiments, we choose to use a neural network as the con-
troller. The main four reasons for this choice are that: (1) a neural network can
handle continuous inputs and continuous outputs, (2) a neural network resembles
natural vision systems in the sense that it performs the task in a distributed manner,
(3) a neural network can be extended so that it includes memory or other dynamic
capabilities, and (4) it is a well-studied controller in robotics research.

For our experiments, we predefine a specific architecture for the neural net-
work. There are methods that optimise both the network weights and the struc-
ture (e.g., Stanley and Miikkulainen, 2004; Mattiussi and Floreano, 2004). Although
such methods have met with some success and may eventually be necessary, they
are not yet guaranteed to give better solutions than methods that use a predefined
structure (Floreano, Dürr, and Mattiussi, in press).

3.4.3 Optimisation Algorithm

For our adaptive approach to active vision, we can choose among different exist-
ing semi-supervised optimisation methods. Examples of such algorithms include
random search, reinforcement learning (Sutton and Barto, 1998), simulated anneal-
ing (Kirkpatrick, Gelatt, and Vecchi, 1983), cross-entropy search (Rubinstein and
Kroese, 2004), and evolutionary algorithms (Holland, 1992; Bäck, 1996). In our ex-
periments we have used evolutionary algorithms.

We prefer evolutionary algorithms over random search, because the latter does
not exploit any structure in the search space and is therefore highly inefficient.

Since there is no clear difference between evolutionary algorithms and rein-
forcement learning, we performed an experiment to compare the two techniques
(de Croon, van Dartel, and Postma, 2005c). The outcome of the experiment is
that evolutionary algorithms outperform reinforcement learning methods, espe-
cially when the visual inputs are ambiguous. This finding corresponds to other

samples.
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findings in the literature (e.g., Gomez and Schmidhuber, 2005). In addition, evo-
lutionary algorithms allow the optimisation of any part of the model that can be
parametrised, while reinforcement learning focuses solely on the action strategy.
This allows evolutionary algorithms to optimise the visual features and the action
strategy simultaneously. A disadvantage of evolutionary algorithms with respect
to reinforcement learning is that evolutionary algorithms themselves do not allow
adaptation of a model while it is performing the task. However, we are more in-
terested in how an adapted model handles a visual task, than in the adaptation
process itself.

Evolutionary algorithms, simulated annealing, and cross-entropy search are
three similar optimisation methods. Our choice for evolutionary algorithms is
based on the fact that it is a common choice in the field of Evolutionary Robotics
(Nolfi and Floreano, 2000).

In our experiments in Chapter 4, 5, and 6, we introduce gaze control models
that instantiate the framework in different manners. We defer the explanation of
the models’ details to those chapters.
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Chapter

4
Gaze Control

and Sensory-motor Coordination

This chapter is based on parts of the following publications1.

1. G.C.H.E. de Croon, E.O. Postma, and H.J. van den Herik (2005b). Sensory-motor co-
ordination in gaze control. Applications of Evolutionary Computing (EvoWorkshops 2005),
Lausanne, Switzerland (ed. F. Rothlauf), pp. 334 – 344, Springer-Verlag, (best paper
award).

2. G.C.H.E. de Croon, E.O. Postma, and H.J. van den Herik (2005a). A situated model
of active vision. Belgian-Dutch AI Conference (BNAIC 2005), Brussels, Belgium (eds. K.
Verbeeck, K. Tuyls, A. Nowé, B. Manderick, and B. Kuijpers), pp. 74 - 80.

3. G.C.H.E. de Croon, E.O. Postma, and H.J. van den Herik (2006b). A situated model
for sensory-motor coordination in gaze control. Pattern Recognition Letters, Vol. 27, No.
11, pp. 1181 - 1190.

In this chapter, we apply a gaze control model to a task of image classifica-
tion. Since the adaptation process determines the model’s action strategy, we do
not know a priori what gaze control strategy the model will follow. In fact, as men-
tioned in Chapter 1, there is not yet a clear understanding of adapted active vision
strategies. To improve our understanding of such strategies, we focus on RQ 2:
How does a memoryless adaptive gaze control model handle an image classification task?

We investigate a memoryless gaze control model, because it facilitates analysis;
each action of such a model only depends on the current observation. In the field of
embodied cognitive science, the strategies of memoryless adaptive models are said
to be based on sensory-motor coordination (Pfeifer and Scheier, 1999; Nolfi, 2002).
We adopt the definition that sensory-motor coordination is the exploitation of an
active model’s closed loop of sensory inputs and motor actions to optimise the per-
formance on a particular task2. To answer RQ 2, we compare a passive gaze control

1The author would like to thank the publishers and his co-authors for their permission to use parts
of the publications in this chapter.

2We discuss a different definition in Section 4.6.
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model (incapable of sensory-motor coordination) with an active gaze control model
(capable of sensory-motor coordination). The passive gaze control model is named
PAS-CLASS (passive classification) and the active gaze control model is named ACT-
CLASS (active classification). The active gaze control model is an instantiation of
ACT-FRAME.

We apply PAS-CLASS and ACT-CLASS to a task of gender recognition in static
natural images. This task implies the classification of photos of human faces in two
classes, male and female. The motivation for this task is three-fold: (1) the task is
challenging, and no gaze control models have been applied to it so far; (2) the task
involves a simulated model and static images, which saves optimisation time (Flo-
reano et al., 2004) and facilitates analysis (note that the use of a simulator preserves
the possibility to study principles of sensory-motor coordination, cf. Pfeifer and
Scheier, 1999); and (3) the task enables the comparison of two models that differ
only in their ability to coordinate sensory inputs and motor actions.

The remainder of this chapter is organised as follows. First, we describe PAS-
CLASS (Section 4.1) and ACT-CLASS (Section 4.2). Then, we explain our experimen-
tal setup (Section 4.3). Subsequently, we proceed in two phases. The first phase
is to compare the performances of the two models (Section 4.4). For this compari-
son the performance difference between the models is more important than the ab-
solute classification performance. Our only requirement is that the performances
allow for a comparison. Hence, there should be no ceiling effect, in which both
models have a high performance such as 98% and 99%. Neither should there be a
floor effect, in which both models have a low performance such as 50% and 52%.
If ACT-CLASS uses sensory-motor coordination, it should outperform PAS-CLASS.
The second phase is to analyse how ACT-CLASS handles the classification task (Sec-
tion 4.5). This analysis shows that ACT-CLASS succeeds in exploiting multiple ob-
servations for image classification, despite the memoryless nature of its controller.
In Section 4.6 we discuss the relevance of the results. Finally, we present the chapter
conclusion in Section 4.7.

4.1 PAS-CLASS

A passive model’s main characteristic is that it always extracts visual inputs at the
same locations in each image. It is an open-loop model: incoming inputs determine
the classification, but not to which location the gaze is directed.

The passive model PAS-CLASS consists of three modules. The modules are illus-
trated by the dashed boxes in Figure 4.1: the visual feature extraction (I), the classi-
fier (II), and the controller (III). We first give a short overview of the modules’ func-
tions, and then provide a detailed description of each module in Subsection 4.1.1 to
4.1.3.

Module I receives as sensory input the raw input (image gray values) from the
gaze window with centre ‘x’, the current fixation location. In Figure 4.1 the raw
input is shown on the left in box I; it contains a part of the face. From the gaze
window, input features are extracted. These input features serve as input to module
II, a neural network classifier. The input layer of the neural network is depicted by
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I: Visual Feature Extraction

output layer

hidden layer

input layer

(x1, y1)

(x2, y2)

...

...

(xt, yt)

class

II: Classifier

III: Controller

x

Figure 4.1: Overview of the passive model of gaze control.

the box ‘input layer’. Subsequently, the neural network calculates the activations
of the hidden neurons in the ‘hidden layer’ and of the output neuron in the ‘output
layer’. There is one output neuron that indicates the class of the image. Module III
(left in Figure 4.1) is the controller that determines the next fixation location, where
the process is repeated. Below we describe the three modules of PAS-CLASS in more
detail.

4.1.1 Visual Feature Extraction

The first module performs the visual input feature extraction. For our research, we
adopt the type of features as introduced in Viola and Jones (2001).

The module extracts ten input features from the gaze window. Each input fea-
ture represents the difference in mean light intensity between two areas in the win-
dow. The areas are determined by the feature’s type and location. Figure 4.2 shows
eight different feature types (top row) and nine differently sized locations in the
gaze window from which the input features can be extracted (middle row, left).
The sizes vary from the entire gaze window to a quarter of the gaze window. In
total, there are 8 × 9 = 72 different input features. In Figure 4.2, two example in-
put features are given (middle row, right). Example feature ‘L’ is a combination
of the first type and the second location, example feature ‘R’ of the third type and
the sixth location. The bottom row of the figure illustrates how an input feature is
calculated, namely by subtracting the mean light intensity in the image covered by
the gray surface (area ‘A’) from the mean light intensity in the image covered by
the white surface (area ‘B’). The result is a real number in the interval [−1, 1]. In the
case of example feature L, only the left half of the gaze window is involved in the
calculation.
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Input feature types

1 2 3
4

5

6 7

8 9

Differently sized locations in gaze window Two possible input features

Calculation value input feature: intensity(B) - intensity(A)

A B

Figure 4.2: An input feature consists of a type and a location. Top: Different input feature
types. Middle (left): The different sizes and positions at which the features can be extracted.
Middle (right): Two example combinations of input feature types and sizes / locations.
Bottom: The value of an input feature is calculated by subtracting the mean light intensity
in the image under the gray area from that covered by the white area.

4.1.2 Classifier

The second module is a neural network classifier that takes the extracted input
features as inputs. It is a fully connected feedforward neural network with h = 3
hidden neurons and one output neuron. The hidden and output neurons all have
sigmoid activation functions: a(z) = tanh(z) = 1 − 2

1+e2z , a(z) ∈ 〈−1, 1〉. The
activation of the output neuron (out1) determines the classification. A classification
is correct if sign(out1) = c, with c = 1 for male and c = −1 for female. The sign-
function takes on the following values: sign(z) = 1 if z ≥ 0 and sign(z) = −1 if z <
0. Since preliminary experiments showed that evolved weights were often close to
0, the neural network weights are constrained to the interval [−r, r] = [−1, 1].

4.1.3 Controller

The third module is a controller that consists of a list of fixation locations visited in
every image. PAS-CLASS first shifts its gaze to the first location in the list, (x1, y1),
and then classifies the image. Subsequently, it fixates the next location, (x2, y2),
and again classifies the image. This process continues, until PAS-CLASS has fixated
all locations from (x1, y1) to (xt, yt) in sequence, assigning a class to the image at
every fixation. The performance is based on these classifications. The t fixation
locations are selected by an evolutionary algorithm (see Subsection 4.3.2). Selecting
the fixation locations also implies selecting the order in which they are fixated.
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4.1.4 Adaptable Model Parameters

PAS-CLASS has four types of model parameters that are to be adapted to the task by
an evolutionary algorithm:

1. the types and places of the input features,

2. the size of the gaze window from which features are extracted,

3. the neural network weights,

4. the coordinates of all fixation locations.

4.2 ACT-CLASS

The active gaze control model is an instantiation of ACT-FRAME. Its main character-
istic is that it determines its gaze shifts on the basis of its observations. It iteratively
takes a local sample from the image at the current fixation location, extracts fea-
tures from this sample, and then determines the next fixation location. Hence, ACT-
CLASS has a closed loop of sensory inputs and actions, in contrast to PAS-CLASS.
This closed loop permits ACT-CLASS to influence subsequent observations on the
basis of the current one.

I: Visual Feature Extraction

output layer

hidden layer

input layer

class

gaze
shift

II: Classifier
and Controller

x

o

Figure 4.3: Overview of the active model of gaze control.

4.2.1 The Modules

Figure 4.3 shows an overview of the active gaze control model. It consists of two
modules. Module I is equal to that of the passive vision model: it extracts ten fea-
ture values and passes these to the second module. Module II is a combination of
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a classifier and a controller. It has the same number of input neurons and hidden
neurons as that of PAS-CLASS, but it maps the input values to both a classification
and a gaze shift. Hence, it has three output neurons. The first output neuron indi-
cates the classification as explained above. The second and the third output neurons
determine a gaze shift (∆x, ∆y) as follows.

∆x = bdmax × out2c (4.1)

∆y = bdmax × out3c (4.2)

The variables out2 and out3 represent the activations of the second and third output
neurons, respectively. Moreover, dmax is the maximum number of pixels that the
gaze can shift in the x- or y-direction. As a result, ∆x and ∆y are expressed in
pixels. We set dmax = 500, so that the model can reach almost all locations in the
image in one time step. If a shift brings the gaze window over the border of the
image, the fixation location is repositioned to the nearest possible fixation location.
In Figure 4.3 the current fixation location is represented by an ‘x’, and the new
fixation location as determined by the neural network by an ‘o’.

4.2.2 Adaptable Model Parameters

ACT-CLASS has three types of model parameters that are to be adapted by an evo-
lutionary algorithm:

1. the types and places of the input features,

2. the size of the gaze window from which features are extracted,

3. the neural network weights.

4.3 Experimental Setup

In this section, we describe the gender recognition task used for the comparison
of PAS-CLASS and ACT-CLASS. In addition, we discuss the evolutionary algorithm
that optimises the adaptable parts of both models.

4.3.1 Gender Recognition Task

We chose the image classification task of gender recognition, since it is a challenging
and well-studied task (Bruce and Young, 2000). The task consists of classifying pho-
tos as containing a female or male face. There are many differences between female
and male faces that can be exploited by gender recognition models (Moghaddam
and Yang, 2002; Calder et al., 2001). State-of-the-art models use global features, ex-
tracted in a passive manner. So far, none of the current models is based on gaze
control and local image samples.

The task for the models is to determine whether an image contains a photo of
a male or female face. They base their classification on the input features extracted
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from the gray-scale images at the fixation locations. PAS-CLASS shifts its gaze to the
sequence of t fixation locations as determined by its third module. In contrast, ACT-
CLASS starts at the centre of the image and determines its subsequent t− 1 fixation
locations with output values of the neural network. At every fixation location, the
models extract features from the image and use these features to assign a class to
the image.

PAS-CLASS and ACT-CLASS are optimised on a training set of images, and tested
on a separate test set of images. The data set for the experiment was constructed
by J.E. Litton of the Karolinska Institutet in Sweden. It contains 276 images with
angry-looking and happy-looking human subjects. These images are converted to
gray-scale images and resized to 600×800 pixels. One half of the image set serves as
a training set, the remaining half of the image set is used as the test set to determine
the performance of the optimised gaze control models. Both training set and test
set consist of 50% males and 50% females.

4.3.2 Evolutionary Algorithm

We optimise the adaptable parameters of each model with a λ, µ-evolutionary al-
gorithm (Bäck, 1996). The genome represents the four types of adaptable model
parameters as follows.

1. For both PAS-CLASS and ACT-CLASS the genome represents the types and
places of the input features, each by one double value. When decoding the
genome, we first map the double value to a binary string of length 7. The
first two bits encode for the feature’s scale (large square, wide rectangle, high
rectangle, small square). The following two bits encode for the place, if the
feature is sufficiently small to fit in the window (top left, top right, bottom
left, bottom right). A high rectangle with as place ‘bottom right’ will occupy
the right half of the window. The last three bits encode for the eight possible
feature types.

2. For both PAS-CLASS and ACT-CLASS the genome represents the size of the
gaze window by one double value, s ∈ [0, 1]. The side of the window has
length 50 + b100sc. Preliminary experiments showed that this range of scales
is sufficiently large to perform the gender recognition task, and sufficiently
small to necessitate intelligent gaze control.

3. For both PAS-CLASS and ACT-CLASS the genome represents the neural net-
work weights, each by one double value in the range [−r, r] = [−1, 1].

4. For PAS-CLASS the genome represents a list of fixation locations that is used
for every image. Each fixation location is represented by two double val-
ues vi1, vi2 ∈ [0, 1]. They encode a fixation location as follows: (xi, yi) =
(b(549− b100sc)× vi1c + 1, b(749− b100sc)× vi2c + 1). The location (xi, yi)
represents the top left coordinate of the gaze window.

In our experiments, we execute 15 independent evolutionary runs to obtain a reli-
able estimate of the average performance. Each evolutionary run starts by creating
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an initial population of λ = 30 randomly initialised models. Each model oper-
ates on every image in the training set, and is evaluated on the basis of its average
classification performance over all time steps and images. This is expressed by the
following fitness function:

f =

∑n
j=1

∑t
i=1 δ(sign(out1(i)), cj)

n× t
, (4.3)

in which out1(i) is the activation of the first output neuron at time step i, cj is the
class of image j, and δ is the Kronecker delta (δ(a, b) = 1 if a = b and δ(a, b) = 0
if a 6= b). Furthermore, n is the number of images in the training set, and t = 5
is the total number of time steps (fixations) per image. We note that the product
n × t is a constant that normalises the performance measure. The µ = λ

2 = 15
models with the highest performance are selected to form the population of the
next generation. Their adaptable parameter sets are mutated with probability
pfeat = 0.02 for the input feature parameters and pgene = 0.10 for the other pa-
rameters, e.g., representing coordinates or network weights. If mutation occurs,
a feature parameter is perturbed by adding a random number drawn from the
interval [−vfeat, vfeat] = [−0.5, 0.5]. For other types of parameters, this interval is
[−vgene, vgene] = [−0.1, 0.1]. The evolution stops after g = 300 generations.

4.4 Performance

As stated before, we executed 15 evolutionary runs separately for PAS-CLASS and
for ACT-CLASS. For each evolutionary run, we selected the instance that performs
best on the training set, and determined its performance on the test set. The table in
the left part of Figure 4.4 shows the mean performances and the standard deviation
on the test set of the best instances of PAS-CLASS and ACT-CLASS of the evolutionary
runs. Performance is expressed as the proportion of correct classifications.

ACT-CLASS outperforms PAS-CLASS. The table shows that for both tasks, the
mean performance of the best instances of ACT-CLASS is higher than that of the best
instances of PAS-CLASS. The distributions of the performances are highly skewed,
as shown in the right part of Figure 4.4 (gray bars for PAS-CLASS, black bars for
ACT-CLASS). Therefore, we applied a randomisation test (Cohen, 1995) to verify
the statistical significance of the results. It revealed that the difference between the
mean performances of the two types of models is significant (p < 0.05).

The performance difference between PAS-CLASS and ACT-CLASS is not so sensi-
tive to the specific parameter settings. As an illustration, we investigated the sensi-
tivity of the performance difference to the task parameter t, the total number of time
steps. Figure 4.5 shows the mean performance of instances of PAS-CLASS (square
markers, gray) and ACT-CLASS (circular markers, black) for t ∈ {5, 10, 15, 20}. It
also shows the standard errors for the mean performances. All results are based
on 15 evolutionary runs. ACT-CLASS significantly outperforms PAS-CLASS for all
settings of t.
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Gender Task f (±σ)
PAS-CLASS 0.60(±0.06)
ACT-CLASS 0.75(±0.06)
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Figure 4.4: Performances of the best instances of their evolutionary run of PAS-CLASS and
ACT-CLASS. Left: Mean performance (f) and standard deviation (σ) of the performance on
the test set of the best instances of the 15 evolutionary runs. Right: Histograms of the best
performance of each evolutionary run. Gray bars are for instances of PAS-CLASS, black bars
for instances of ACT-CLASS.
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Figure 4.5: Influence of the task parameter t on the mean performance of passive models
(square markers) and active models (circular markers).

4.5 Analysis

In this section, we investigate the precise reasons why ACT-CLASS outperforms PAS-
CLASS. The reason for the performance difference has to be related to sensory-
motor coordination, since this is the main difference between the models. There-
fore, we analyse how ACT-CLASS uses sensory-motor coordination to improve its
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performance on the gender recognition task. For this analysis, we select the best
instance of ACT-CLASS out of all evolutionary runs of the gender recognition task
(with t = 5). The analysis will show that sensory-motor coordination allows ACT-
CLASS to exploit the class structure and the specific structure of the images to in-
crease the performance over time.

4.5.1 Probabilistic View on an Adaptive Model

We would like to analyse sensory-motor coordination in a formal manner. In pre-
vious studies on sensory-motor coordination in classification tasks (Scheier et al.,
1998; Nolfi and Marocco, 2002), the Geometric Separability Index (GSI) was used
as a formal measure. The GSI is a measure of how well two classes are linearly
separable in the input space. Hence, the drawback of this measure is that it is only
suited for linear classifiers and for binary classification tasks. So, we did not use
the GSI.

In our analysis of the mechanism of sensory-motor coordination, we adopt a
probabilistic framework. This is a natural choice, since the classification task in-
volves uncertainty. Furthermore, a probabilistic framework allows us to use Shan-
non’s (1948) entropy as a formal measure for the success of sensory-motor coordi-
nation. This measure does not have the mentioned drawback of the GSI. In addi-
tion, it facilitates the interpretation of sensory-motor coordination with respect to
the probabilistic approach to active vision. We emphasise that we use a probabilis-
tic framework for analysis purposes, while active vision models of the probabilistic
approach use it to determine their actions (see Chapter 2).

ACT-CLASS’ module II is a neural network that combines the functions of classi-
fier and controller. However, for our probabilistic analysis it is better to view these
functions separately. Hence, we will refer to the function represented by the neural
network that maps an input feature vector to a class as the model’s classifier and
the function that maps an input feature vector to a gaze shift as the model’s con-
troller. We remind that PAS-CLASS has a separate classifier (a neural network) and
controller (a list of fixation locations).

Below, we first explain the role of the classifier of both PAS-CLASS and ACT-
CLASS, and then the role of their controller. Subsequently, we indicate the difference
between PAS-CLASS and ACT-CLASS that may explain their performance difference.

Classifier

For both PAS-CLASS and ACT-CLASS the classifier is evolved on the basis of its clas-
sification of the input feature vectors at all time steps i. The evolutionary algorithm
has to find a mapping from an observation oij to the class of image j, cj ∈ {−1, 1}.
Bayes’ rule allows finding a suitable mapping from oij to cj . It states that for all
different classes c: p(c | oij) = p(oij | c) p(c)/p(oij), where p(c | oij) is the proba-
bility of class c, given a single observation oij . This probability is referred to as the
posterior probability. Classification can be done by finding the class with maximal
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posterior probability3. In our experiments the evolutionary algorithm optimises
the classifier in order to maximise the classification performance on the training
set. As a consequence, we expect that the classes selected by the classifier corre-
spond to the classes with Maximal A Posteriori (MAP) probability. In other words,
we expect the classifier to approximate a MAP classifier.

Controller

To understand the role of the controller of both PAS-CLASS and ACT-CLASS, the no-
tion of entropy is of importance. The performance of a MAP classifier on our gen-
der recognition task depends on the entropy of the posterior probabilities for the
two classes. A maximal entropy indicates that given the observation, all classes are
equally probable. A minimal entropy indicates that given the observation, only one
class is possible. A lower entropy of the posterior probabilities improves the per-
formance of the classifier. Therefore, the controller can improve the performance by
taking actions that decrease the entropy of the posterior probabilities of the classes.

As mentioned, the probabilistic active vision models discussed in Chapter 2
make it an explicit goal to minimise the expected entropy of the belief state
by performing multiple observations. The belief state in such models is p(c |
o1j , o2j , . . . , otj , a1j , a2j , . . . , atj). The active model studied in this chapter does
not incorporate a belief state. In fact, the feedforward neural network classi-
fier employed in our experiments has no obvious means of optimising p(c |
o1j , o2j , . . . , otj , a1j , a2j , . . . , atj), since it only receives the current observation.
Therefore, we expect the controller to minimise the entropy of the posterior proba-
bilities p(c | oij), i.e., of a single observation.

Difference PAS-CLASS and ACT-CLASS

What is the difference between PAS-CLASS and ACT-CLASS that can explain their
performance difference? Both PAS-CLASS and ACT-CLASS can minimise the entropy
of the posterior probabilities of a single observation by means of choosing fixation
locations. Since both models have the same classifier, the cause of the better perfor-
mance of ACT-CLASS must be in the selection of better fixation locations.

In contrast to PAS-CLASS, ACT-CLASS can influence subsequent observations on
the basis of the current observation. Below, we show that this influence allows
ACT-CLASS to exploit multiple observations in spite of the memoryless nature of its
neural network. The exploitation of multiple observations leads to a decrease of
the entropy of the posterior probabilities over time.

In our analysis we mainly focus on ACT-CLASS. The analysis consists of four
steps. First, we demonstrate that ACT-CLASS shifts its gaze to better locations for
each class, based on multiple observations (Subsection 4.5.2). Second, we show
that ACT-CLASS does the same for specific images (Subsection 4.5.3). Third, we
demonstrate that the gaze behaviour of ACT-CLASS leads to an increase of perfor-
mance over time (Subsection 4.5.4). Fourth, we measure the entropy of the posterior

3The class with maximal posterior probability is usually found by maximising the likelihood: cj =
argmaxc∈Cp(oij | c), under the assumption that p(c) is equal for every class.



56 Gaze Control and Sensory-motor Coordination

probabilities of single observations over time (Subsection 4.5.5). Our measurements
show that ACT-CLASS reduces the entropy of the posterior probabilities over time,
while PAS-CLASS does not.

4.5.2 Gaze Behaviour per Class

In this subsection we present some empirical evidence for our suggestion that ACT-
CLASS’ controller gathers observations that minimise the entropy of the posterior
probabilities (i.e., observations that are easier to classify).

We provided the best instance of ACT-CLASS with observations typical for
male or female images and then analysed the resulting gaze path to assess class-
dependent behaviour. The analysis shows that the active model (1) fixates loca-
tions at which its classifier performs well, i.e., where the entropy of the posterior
probabilities is low, and (2) exploits multiple observations. ACT-CLASS obtains dif-
ferent observations for male and female images by fixating different locations for
each class. Below, we demonstrate the above two properties of ACT-CLASS’ gaze
strategy by first determining the performance of its classifier at different locations
in the image, and then studying ACT-CLASS’ gaze behaviour.

Performance at Different Locations

To obtain an impression of the fixation locations at which the classifier performs
well for male or for female images, we measured ACT-CLASS’ classification perfor-
mance on the training set at all positions of a 100 × 100 grid superimposed on the
image. At every position we determined the classification performance for both
classes. The local average performance for a class c is the proportion of the images
of that class that is correctly classified by the model at coordinate (x, y). The local
average performance lc(x, y) is defined as follows.

lc(x, y) =

∑n
j=1 δ(cj , c)δ(sign(out1(x, y)), cj)∑n

j=1 δ(cj , c)
(4.4)

This local average performance is closely related to the entropy of the posterior
probabilities: high performance corresponds to low entropy and vice versa. The
left part of Figure 4.6 shows a picture of the local average performances for male
images (l1(x, y)) represented as intensities for all locations. The highest intensity
represents perfect classification. The left part of Figure 4.7 shows the local average
performances for female images (l−1(x, y)). The figures show that dark areas in
Figure 4.6 tend to have high intensity in Figure 4.7 and vice versa. Hence, there is
an obvious trade-off between good classification of males and good classification
of females4. The presence of a trade-off implies that classification of males and
females should ideally take place at different locations.

4Note that the images are not inverted copies: in locations where male and female inputs are quite
different, good classification for both classes can be achieved.
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Figure 4.6: Local average performances on male images in the training set. The arrow su-
perimposed on the large inset represents the gaze path of the active model, when it receives
inputs typical for male images.

Figure 4.7: Local average performances on female images in the training set. The arrow su-
perimposed on the large inset represents the gaze path of the active model, when it receives
inputs typical for female images.

Gaze Behaviour

Below, we analyse the gaze path that originates when we provide ACT-CLASS with
either typically male observations at all fixation locations or typically female ob-
servations at all fixation locations. To determine a ‘typically male observation’ at
a given location, we extract the input feature vector at that location for every male
image in the training set and calculate the average input feature vector. To deter-
mine a ‘typically female observation’ we follow the same procedure, but for the
female images in the training set.

The right part of Figure 4.6 zooms in on the picture and shows the gaze path
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that results when ACT-CLASS receives typical male inputs at all fixation locations.
The first fixation location is indicated by an ‘o’-sign, the last fixation location by
an arrow. Intermediate fixations are represented with the ‘x’-sign. The black lines
in Figure 4.6 connect the fixation locations. The active model moves from a region
with performance 0.80 to a region with performance 0.90. The right part of Figure
4.7 shows the same information for images containing females, revealing a move-
ment from a region with a performance of 0.76 through a region with a performance
of 0.98.

Both figures show that ACT-CLASS fixates locations at which its classifier performs
well on the class associated with the observations (1). They also show that the model
takes misclassifications into account: it avoids areas in which the performance for
the alternative class are too low. For example, if we look at the right part of Figure
4.6, we see that ACT-CLASS fixates locations to the bottom left of the starting fixa-
tion, while the local average performance is even higher to the bottom right. The
reason for this behaviour is that in that area the performance for female images is
rather low (Figure 4.7).

ACT-CLASS fixates different locations for different observation histories (typi-
cally male or typically female). Therefore, the fixation location is a form of exter-
nal memory5: it encodes for the history of past observations. The model reaches
better classification locations by making multiple gaze shifts based on multiple ob-
servations. This implies that ACT-CLASS exploits multiple observations to optimise its
performance (2).

Passive models cannot exploit multiple observations to fixate better classifica-
tion areas, since the fixation locations are determined in advance for all images. As
a consequence, PAS-CLASS cannot fixate different locations for the two classes.

4.5.3 Gaze Behaviour per Specific Image

We showed that ACT-CLASS exploits the differences between the two classes to se-
lect its fixation locations. In this subsection we show that it also exploits the differ-
ences between specific images to select its fixation locations. For specific images,
ACT-CLASS often deviates from the general gaze path, venturing even into regions
of the image that have low local average performances. For specific images that
differ considerably from the average, these areas might be well-suited for classifi-
cation. Below, we first give an intuitive example, and then provide some empirical
evidence that ACT-CLASS exploits the structure of specific images.

Intuitive Example

Our example concerns the gaze shifts of ACT-CLASS to locate the eyebrows of a per-
son in a specific image. The model partly bases its classification on the eyebrows.
However, in some images the eyebrows are lifted, so that they occur higher in the
image than usual. In this case, ACT-CLASS fixates a location right and above of the

5With ‘external’ we mean external from the viewpoint of the controller and classifier, not necessarily
external from the viewpoint of ACT-CLASS. We remark that it is debatable whether the fixation location
is external to ACT-CLASS or not.
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starting fixation. On average, this location is not good for male classification (its lo-
cal average performance is 0.57, see Figure 4.6), since in our training set eyebrows
are usually below this location. Yet, for specific images with lifted eyebrows it is a
good area. Since ACT-CLASS only fixates this area if the eyebrows are lifted, the ac-
tual performance for such images is higher than the performance we would predict
on the basis of the local average performance.

Empirical Evidence

Moreover, we provide empirical evidence that ACT-CLASS exploits the structure of
specific images by comparing its performance with a predicted performance that is
based on the local average performances. The predicted performance of ACT-CLASS
at time step i in image j is defined as lcj

(xij , yij), where (xij , yij) is the fixation lo-
cation of ACT-CLASS. As a consequence, the predicted performance is based on the
assumption that ACT-CLASS only uses class-specific information to select good clas-
sification areas. If the actual performance of ACT-CLASS is higher than the predicted
performance, it exploits more than just this class-specific information.
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Figure 4.8: Actual performance (solid lines) and the predicted performance (dotted lines)
over time, for the best instance of ACT-CLASS in particular (circular markers), and averaged
over all instances of ACT-CLASS (square markers).

Figure 4.8 shows the actual performance and the predicted performance. The
actual performance is indicated with solid lines and the predicted performance
with dotted lines. We plot this information for the best instance of ACT-CLASS in
particular (circular markers) and averaged over all 15 instances of ACT-CLASS that
were best of their evolutionary run (square markers). For the last three time steps,
the actual performances are consistently higher than the predicted performances.
Apparently, the actual performance at a given location is better than the average
performance at that location. Hence, ACT-CLASS exploits the structure of specific
images.
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4.5.4 Performance over Time

The final result of the gaze behaviours of all instances of ACT-CLASS is the optimi-
sation of the (actual) performance over time. Figure 4.8 shows that the actual per-
formance increases after i = 1. The fact that the performance generally increases
over time suggests that sensory-motor coordination establishes dependencies be-
tween multiple actions and observations that serve to optimise the classification
performance.

4.5.5 Entropy over Time

In Subsection 4.5.1, we stated that ACT-CLASS minimises the entropy of the poste-
rior distribution over time, while PAS-CLASS does not. Below, we corroborate our
statement by estimating the entropy of the posterior distribution at each time step.
We first make an estimate for the best instance of ACT-CLASS alone. Then, we also
estimate the entropy over time for the other instances of ACT-CLASS that were the
best of their evolutionary run, and for all best instances of PAS-CLASS.

Entropy of Best Instance of ACT-CLASS

We estimate the entropy of the posterior distribution at each time step for the best
instance of ACT-CLASS. By treating ACT-CLASS’ observations as elements of a set O,
we calculate the conditional entropy (cf. Shannon, 1948) of the posterior distribu-
tion:

H(C | O, i) =
∑

o ∈O

p(oi) H(C | oi), (4.5)

H(C | oi) =
∑

c ∈ C

p(c | oi) log2

(
1

p(c | oi)

)
, (4.6)

in which p(oi) is the probability of observation o at time step i and H(C | oi) is the
Shannon entropy of the posterior probability distribution for observation o at time
step i. Furthermore, C is the set of all mutually exclusive classes c.

In order to obtain reliable estimates of p(oi) and p(c | oi), we reduce the large
number of input feature vectors by mapping them onto a limited set of prototypes.
This mapping is performed with k-means clustering (see, e.g., Jain, Murthy, and
Flynn, 1999). The value of k indicates the number of clusters and is therefore pro-
portional to the number of input feature vectors that are mapped to a cluster. To
obtain reliable estimates, we select small values of k. We have performed k-means
clustering with a Euclidian distance measure for various choices of k.

Figure 4.9 shows the performance and the entropy over time for k = 10 and
k = 15. Please note that the y-axis represents both (1) the proportion of correctly
classified images for the performance (solid line), and (2) the entropy expressed
in bits (dashed line for k = 10 and dotted line for k = 15). For each setting of
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Figure 4.9: Entropy over time of the best instance of ACT-CLASS averaged over 30 runs of the
k–means algorithm for k = 10 (dashed line) and k = 15 (dotted line). The performance over
time is also shown (solid line).

k we obtain the entropy over time, by taking the average over 30 runs of the k-
means algorithm. The figure also includes the standard errors associated with these
average values.

The performance and the entropy of the posterior distribution should be in-
versely related, as was explained in Subsection 4.5.1. Indeed, Figure 4.9 illustrates
that the entropy of the posterior distribution decreases over time, while the perfor-
mance increases over time. The entropy over time for k = 15 best matches the data
of the actual performance, since for k = 15 the entropy increases slightly from i = 3
to i = 4. This coincides with a slight drop in performance from i = 3 to i = 4. We in-
cluded k = 10 to show that for other values of k the entropy may not closely match
the performance graph, but that the general observation of a decreasing entropy
always holds (other values of k give similar results).

Since our entropy measurements are based on the clusterings that we performed
on the inputs, one can argue that it is not very exact. Therefore, we have also per-
formed experiments in which the active gaze control models receive discrete obser-
vations from an observation set O (de Croon, Postma, and van den Herik, 2005a)6.
The discrete observations allowed an exact calculation of the entropy of the pos-
terior distribution and of the performance of the MAP classifier. The experimental
results confirmed our expectation that the evolved active models’ classifiers per-
form as MAP classifiers. In addition, the evolved active models achieved the same
decrease in entropy over time as the instance of ACT-CLASS discussed above.

6See Subsection 4.6.1 for a short discussion of this model in the light of the Markov assumption.
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Entropy of PAS-CLASS and ACT-CLASS

The entropy does not only decrease for the best instance of ACT-CLASS of all evolu-
tionary runs. Figure 4.10 shows the entropy over time (k = 10) for both PAS-CLASS
and ACT-CLASS, averaged over all 15 best instances of the evolutionary runs. It il-
lustrates that, on average, the entropy decreases over time for the instances of ACT-
CLASS until i = 4. The average entropy seems to decrease (non-monotonously)
for the instances of PAS-CLASS as well, but the magnitudes of the error bars indi-
cate that the entropies vary significantly. In fact, the entropies of the instances of
PAS-CLASS do not decrease or increase reliably over time.

The fundamental difference between PAS-CLASS and ACT-CLASS is that only the
latter can decrease the entropy of the posterior distribution over time. Figure 4.10
shows that there is an additional difference that accounts for PAS-CLASS being out-
performed by ACT-CLASS: there is already a considerable entropy difference at the
first time step. The evolutionary algorithm seems to have difficulties reaching the
optimal instantiation of PAS-CLASS. Figure 4.4 demonstrates that such difficulties
exist, since one of the evolutionary runs has succeeded in obtaining a performance
significantly higher than the other evolutionary runs. The best instantiation of PAS-
CLASS has a performance of 0.76, while the other instantiations have performances
in the range of 0.56 to 0.64. Nonetheless, the best instantiation of PAS-CLASS has a
lower performance than the best instantiations of ACT-CLASS.
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Figure 4.10: Mean entropy over time and corresponding standard errors for all best evolved
instances of PAS-CLASS (dashed-dotted line) and ACT-CLASS (solid line).

The entropy of the posterior distribution is inversely related to the mutual
information I (Shannon, 1948) between observations and classes: I(C; O | i) =
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H(C | i) − H(C | O, i). Therefore, we may also state that ACT-CLASS’ controller
maximises the mutual information between single observations and the classes
over time.

4.6 Discussion

Below, we first discuss the use of information theory for studying sensory-motor
coordination. Then we discuss our empirical findings in the light of the Markov
assumption.

4.6.1 Information and Sensory-motor Coordination

At the beginning of the chapter, we defined sensory-motor coordination as the ex-
ploitation of the closed loop of motor outputs and sensory inputs in such a way that
the performance on a particular task is optimised. This definition leads to different
gradations of sensory-motor coordination related to how proficient an active model
is in performing its task (think of active models at different stages in evolution).

Not all studies of sensory-motor coordination employ the same definition. An
alternative view is that the gradation of sensory-motor coordination corresponds to
the extent to which the actions influence the inputs (see, e.g., Klyubin, Polani, and
Nehaniv, 2004).

Studies based on this different definition typically measure the mutual infor-
mation between sensory inputs and actions. This measure can be used for (1) esti-
mating the amount of internal processing of an active model (Thornton, 2005), (2)
learning how to control actuators (Klyubin et al., 2004), or (3) estimating what activ-
ity an active model is performing (te Boekhorst, Lungarella, and Pfeifer, 2003; Tara-
pore, Lungarella, and Gómez, 2006). However, mutual information between sen-
sory inputs and actions per se does not do justice to the different contexts in which
sensory-motor coordination is employed. Namely, it collapses this information to
one single number, independently of the context. The definition of sensory-motor
coordination and the manner in which we measure it should allow for these differ-
ences of models and tasks.

This is the case for the measure used in this chapter (the posterior distribution’s
entropy), since we can replace the variable C by an infinite number of other vari-
ables that might be relevant to other active models or other tasks. The mutual
information between sensory inputs and other variables can be easily used as an
analysis tool for active models that perform other state estimation tasks than clas-
sification. For example, for a task of estimating the distance to an object, we can
replace C by a variable that represents the distance to the object, dobj.

4.6.2 The Markov Assumption

In Chapter 2 we already encountered the Markov assumption: the future state only
depends on the current state, observation, and action. It does not depend on ob-
servations and actions further in the past. In other words, the state description is
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complete in the sense that it contains all variables of importance for the prediction
of the future state.

This assumption is central to the algorithms employed by the probabilistic ap-
proach to active vision (Thrun, Burgard, and Fox, 2005), since it facilitates updating
the belief state by allowing recursive updates. Without the assumption, the belief
state would have to be updated on the basis of the entire history of observations
and actions. The estimation of the posterior distributions involved is notoriously
difficult, especially if the history can extend over many time steps.

The problem is that the Markov assumption is not always valid. Thrun et al.
(2005) identify four factors that induce violations of the assumption. We repeat
them here in our own words. (1) A part of the environmental dynamics has not been
included in the state variables. (2) There are inaccuracies in the probabilistic models
that lead to inaccurate probability distributions over the possible states. (3) There
are approximation errors when using approximate representations of belief func-
tions. (4) There are software variables that influence multiple controls. Thrun et al.
(2005) add that in general, probabilistic algorithms are surprisingly robust to such
violations. However, there are tasks in which a violation of the Markov assumption
does pose a problem for the model’s performance.

Exploiting the Violation of the Markov Assumption

Interestingly, ACT-CLASS seems to exploit the violation of the Markov assumption.
It establishes dependencies between multiple actions and observations in order to
enhance performance on the classification task (see Section 4.5).

In this subsection, we show the exploitation of the violation of the assumption
for a model with a discrete observation set O and action set A. The active vision
model has to select actions on the basis of its observations, so for the model O is
the state space, as is the case in many reinforcement learning tasks (cf. Sutton and
Barto, 1998). Consequentially, we have to show that p(oi+1 | oi, ai) 6= p(oi+1 | oi, ai)
in order to show that the task is non-Markovian7. To show that the active vision
model exploits the non-Markovian nature of the task, we have to show that it uses
the dependencies between the observations over multiple time steps to perform the
task.

In what follows, we first explain shortly the main properties of the discrete
model. For a detailed explanation the reader is referred to de Croon et al. (2005a).
Then, we show that the task is non-Markovian. Finally, we explain how the model
exploits the dependencies between the observations over multiple time steps.

Discrete Model

Figure 4.11 shows an overview of the discrete model. We note that the model has
three modules, because it has a separate classifier and controller. The model still
has a closed loop of inputs and actions, since it determines its gaze shifts on the
basis of its observations. It therefore remains an active model of gaze control.

7As in Chapter 2 a bold letter represents a sequence until a certain time step, i.e., oi = 〈o1, o2, . . . , oi〉.
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Module I extracts features in the same manner as ACT-CLASS, but it maps the
extracted feature values to a set of discrete observations O. The classifier (module
II) maps an observation to a class. In contrast to ACT-CLASS, the discrete model
only classifies the image at the last time step of a run. At every time step during a
run, the current observation (obsi ∈ O) is mapped by a controller (module III) to an
action (ai ∈ A). The action set A is illustrated in Figure 4.12: the model can move
to eight fixation locations around its current location. Both the controller and the
classifier are tables of size O × A, so the discrete model does not have a memory.
The evolved model we discuss, had |O| = 3 and |A| = 8.
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ClassGaze shift

Controller Classifier

I

Visual Feature Extraction

III II

Figure 4.11: Overview of the active vision model.
An ‘x’ marks the current fixation location. The
three modules that constitute the model are illus-
trated by the boxes I, II, and III.

x

w

h

Figure 4.12: Grid indicating the lo-
cations to which the model can shift
its gaze from the current fixation lo-
cation (x).

Classification Task is Non-Markovian

As mentioned, for the active vision model the observation is the state. Therefore,
the task is non-Markovian, if p(oi+1 | oi, ai) 6= p(oi+1 | oi, ai). For the gaze control
task this means that the probability distribution over the observations should not
only be dependent on the last observation and last action. One example suffices to
show this.

Let us look at Figure 4.13. It shows the fixation locations of the active vision
model on the entire training set, with all different gaze paths exhibited by the
model. The background image is included to give a rough impression of how
the fixation locations relate to facial features. The active vision model encoun-
ters three possible observations. At the location indicated by an ‘×’ the proba-
bility distribution over these observations is p(obs1) = 0.050, p(obs2) = 0.036, and
p(obs3) = 0.914. At the location indicated by a ‘*’, the probability distribution is
p(obs1) = 0.807, p(obs2) = 0.036, and p(obs3) = 0.157. Although the probabil-
ity distributions at these fixation locations are different, one can arrive at the loca-
tions ‘*’ and ‘×’ by perceiving obs3 and taking an action of going to the top left:
p(o×i+1 | obs3, atop left) 6= p(o∗i+1 | obs3, atop left). In other words, it is not possible
to predict the probability distributions accurately on the basis of oi = obs3 and
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ai = atop left alone. On the contrary, if we have access to the history of all actions,
we could deduce the current fixation location and therefore the exact probability
distribution. Hence, p(oi+1 | oi, ai) 6= p(oi+1 | oi, ai): the task is non-Markovian.

i= 1i= 2i= 3i= 4

*

x

Figure 4.13: Fixation locations of the model on the whole training set, with all different gaze
paths. Each fixation location is indicated with a dot, and each gaze shift with an arrow. The
run starts at the bottom right location (i = 1).

Exploiting Dependencies over Multiple Time Steps

The active model exploits the dependencies of the observations over multiple time
steps. Its general strategy is as follows. The first fixation location at the centre of the
image is usually located at the eyebrows (Figure 4.13, bottom right, i = 1). Darker
and thicker eyebrows result in obs1 or obs2, so that the model shifts its gaze to the
left. For such images, the gaze keeps shifting to the left for the remaining three time
steps, generally ending with obs2 at the final time step. The classifier maps obs2 to
the male class. If the eyebrows are lighter, thinner, or not present at the first fixation
location, the resulting observation is obs3. Consequently, the model shifts its gaze
to the top left, located on the forehead. This leads to a new observation of obs3.
Only if the model fixates the hair(line) of a person, the observation changes to obs1.
The controller maps obs1 to a gaze shift to the left, into to the hair of the person,
which leads once more to an observation of obs1. This observation is mapped to
the female class by the classifier. If the model does not reach the hairline within 4
time steps, the observation is still obs3, which is associated with male images.

In other words, for male images the model verifies a disjunction of facial proper-
ties (dark eyebrows or a high hairline) and for female images a conjunction of facial
properties (light eyebrows and a low hairline). The verification of the disjunction
and conjunction implies the dependencies of the observations over a time span of
3 to 5 time steps.

Adaptive Active Vision Models and Non-Markovian Tasks

As mentioned above, it is notoriously hard to estimate the posterior over multiple
time steps without making the Markov assumption. The number of observations
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necessary for a reasonable estimate is usually too large. Therefore, one might won-
der how it is possible for adaptive active vision models to make these estimates
implicitly.

We suggest that the exploitation of observation over multiple time steps is
mainly possible for the following two reasons. First, the strategy of the final
adapted active model is based on a large number of runs performed during evolu-
tion. Second, the model’s behaviour restricts the sequences of observations that it
has to learn about.

One may argue that a third reason is the simplicity of this task, which involves
only 3 different types of observations and 5 time steps. However, we feel that this is
not a main reason for our finding, because other tasks that involve more time steps
give similar results. For example, in Nolfi and Marocco (2002) and van Dartel et al.
(2005) the evolved behaviour also exploits dependencies of observations, but over
a larger number of time steps.

Of course, when employing a probabilistic active vision model, we can remodel
the active vision process in order to make it Markovian. For instance, variables
can be added to the state description to make it as complete as possible. In the
study above, both the class and the fixation location could be included in the state
description. However, for difficult problems we may not always know which are
the best variables to add, and some tasks may be inherently non-Markovian. Our
analysis above shows that adaptive active vision models form a promise for such
problems.

4.7 Chapter Conclusion

In this chapter, we focused on RQ 2: How does a memoryless adaptive gaze control
model handle an image classification task? From the empirical results, we may con-
clude that the adaptive active gaze control model, ACT-CLASS, uses sensory-motor
coordination to maximise the information in its observations on the image class.

ACT-CLASS shifts its gaze to good classification locations on the basis of the class
structure and the specific image structure. It uses its fixation location as an external
memory to exploit dependencies between multiple observations and actions. This
corresponds to exploiting the non-Markovian properties of its task.

The fact that we studied a state estimation task (classification) facilitated our
analysis. In such a task it is clear what type of information the active vision model
is attempting to extract from the visual scene: information on the state (in our case
on the class of the image).

In the next chapter, we focus on a control task. Such a task is more difficult to
analyse, since we do not know what information the active vision model gathers
from the environment in order to perform its task as good as possible.
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Chapter

5
Gaze Control

and Information Gathering

The material in this chapter has not yet been published. Nonetheless, I would like to thank
M. Suzuki and D. Floreano, with whom I collaborated on this research at the Ecole Polytech-
nique Fédérale de Lausanne (EPFL), Switzerland.

In this chapter, we focus on RQ 3: How does an adaptive gaze control model use its
gaze shifts in a control task?

The central assumption underlying almost all existing gaze control models is
that the gaze shifts have as purpose to collect information about the environment.
This assumption seems so natural that it is typically either omitted or mentioned
as a triviality. If mentioned, any reader will skim over it without giving it much
thought. For example, Lee and Yu (1999) state the following.

“When we ‘look’ (foveate) at a certain location in the visual scene, we direct
our high-resolution fovea to analyze information in that location, taking a snap
shot of the scene using our retina.”

When reading this statement, a sceptical reader may have his doubts concerning the
taking of a “snap shot” of the scene. However, he will probably not have problems
with the statement that “we direct our high-resolution fovea to analyze information
in that location”.

We conjecture that the gaze shifts of an adaptive gaze control model will also
serve other purposes than information gathering from the environment. Intuitively,
one can see that this might be the case, because information gathering is a means
for achieving successful control, not a final goal.

Our conjecture is in line with findings on human vision. There is empirical
evidence that humans use their gaze shifts for other purposes than collecting in-
formation from the environment. For example, human eye movements assist the
process of mental visualisation (Laeng and Teodorescu, 2002), and support non-
verbal social communication (e.g., Emery, 2000; Kampe et al., 2001; Richardson et al.,
2006; Poel et al., 2007).
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Figure 5.1: View of the driving simulator. The car drives slightly left of the road centre. In
the bottom right of the screen there is a tachometer, which indicates the working speed of
the car engine.

The contradiction between our conjecture and the central assumption of other
gaze control models incites us to investigate RQ 3 with a focus on information
gathering. We aim to find a single example, in which gaze shifts are useful to the
model’s task but do not serve the gathering of information from the environment.
Such an existence proof would suggest the potential existence and relevance of sim-
ilar gaze shifts in natural systems.

To answer RQ 3, we analyse an active vision model that is adapted to the dy-
namic control task of simulated car-driving. We chose this task, since it is a real-
time control task in which gaze shifts are commonplace and play an important role
(Land, 1992; Land and Lee, 1994; Wilkie and Wann, 2003; Wann and Wilkie, 2004).
The active vision model in this chapter is a controllable car, which has to drive and
control its gaze in the same time. The model is an instantiation of ACT-FRAME,
and is referred to as ACT-DRIVING. Its controller consists of two separate modules.
The first module maps the visual inputs to car commands, which determine the
speed and direction of the car (the car controller). The second module maps visual
inputs to gaze shifts (the eye controller). We employ the simulator used in Flore-
ano et al. (2004). It generates a virtual environment, which contains ACT-DRIVING
and a driving track. In our experiments, we extend the original simulator with ob-
stacles. Figure 5.1 shows a view of the extended driving simulator. ACT-DRIVING
has to perform the task of following the road and avoiding the obstacles.

The remainder of this chapter is outlined as follows. In Section 5.1, we intro-
duce ACT-DRIVING. Then, in Section 5.2 we explain our experimental setup. Our
experiment consists of two phases. In the first phase, ACT-DRIVING is evolved to
perform the driving task. For our investigation, it is necessary to obtain at least one
successful instance of ACT-DRIVING. We show the outcome of the evolution in Sec-
tion 5.3. In the second phase, we analyse the best evolved instance of ACT-DRIVING
in order to determine the functions of its gaze shifts. We analyse the best evolved
instance of ACT-DRIVING in Section 5.4. Our analysis aims at demonstrating that
ACT-DRIVING does not only make gaze shifts to gather information about the en-
vironment. In Section 5.5 we discuss the implications of our findings. Finally, we
draw the chapter conclusion in Section 5.6.
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5.1 ACT-DRIVING

ACT-DRIVING has to perform the driving task on the basis of local image samples. It
has to extract visual inputs from these samples, and then use these inputs to control
both the car and the gaze shifts. In this section, we first explain ACT-DRIVING’s
visual feature extraction and then its controller. Finally, we mention the adaptable
model parameters.

5.1.1 Visual Feature Extraction

ACT-DRIVING takes its inputs from a square gaze window in the rendered view (see
Figure 5.1). Its gaze window has a size of s × s = 50 × 50 pixels, while the total
rendered view has a size of 600 × 400 pixels. This makes the task quite challeng-
ing for ACT-DRIVING, since the window covers a small portion of the visual field.
Because the simulated driving task does not involve natural images, it suffices to
extract straightforward features from the raw pixel values in the gaze window. We
use the same feature extraction as in Floreano et al. (2004). The pixel values in the
window are first transformed to gray values defined on the interval from -1 (black)
to +1 (white). Then, the window is subdivided into m×m = 5× 5 input cells that
form a matrix, resulting in 25 visual inputs. The inputs are extracted from the cells
either by (1) taking the average gray value of all pixels in the cell, or by (2) taking
the gray value of the centre pixel in the cell.

5.1.2 Controller

ACT-DRIVING has a neural network controller. It consists of two separate neural
networks that form two separate modules, as illustrated by Figure 5.2. One module
determines the car commands (the car controller) and the other module determines
the gaze commands (the eye controller).

Both modules receive the same inputs. There are m2 = 25 visual inputs, as ex-
plained above. In addition, ACT-DRIVING receives four proprioceptive inputs, i.e., in-
puts that provide information on ACT-DRIVING itself: the first represents its speed,
and the remaining three are equal to the outputs of the eye controller1.

As in previous studies (e.g., Floreano et al., 2004), the perception-action cycle is
set to 50 ms. Below, we first discuss the type of neural network employed for both
controller modules. Then we explain the car controller and subsequently the eye
controller.

Continuous Time Recurrent Neural Networks

Preliminary experiments showed that feedforward neural networks are not suc-
cessful at controlling ACT-DRIVING. Therefore, we chose the commonly employed

1We do not include a recurrent connection from the eye outputs to the input layer in Figure 5.2, since
this would mean that the two layers are completely connected. However, we note that the propriocep-
tion of the eye outputs does constitute a mechanism of recurrency.
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Car outputs

Car controller Eye controller

Hidden neurons
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Figure 5.2: Controller of ACT-DRIVING. The controller has a modular structure. The inputs
are forwarded to two separate neural networks, both with recurrent hidden neurons. The
car controller determines the car commands (forward / backward and steering), and the eye
controller the eye commands (gaze location and feature extraction method). A box repre-
sents a collection of neurons, an arrow indicates that all neurons of two boxes are connected
in the direction of the arrow.

Continuous Time Recurrent Neural Networks (CTRNNs) for the controller mod-
ules. CTRNNs have recurrent connections and the neural activity of each neuron
has its own inertia. As a consequence, ACT-DRIVING’s controller has an internal
state which can exhibit various dynamics (Funahashi and Nakamura, 1993; Beer,
1995; Beer, 2003; de Croon, Nolfi, and Postma, 2006a). The activation of a neuron j
in a CTRNN is determined by the following differential equation.

τjh
′
j = −hj +

q∑

k=1

wkjtanh(gk(hk + θk)) + uj (5.1)

In the equation, we have: hj as the activation potential of neuron j, τj as its time
constant, q as the number of neurons that provide inputs to the neuron, and wkj

as the corresponding weights. Following Floreano et al. (2004), the weights are
constrained to wkj ∈ [−wmax, wmax] = [−4, 4]. Furthermore, tanh is the activation
function: a(z) = tanh(z) = 1 − 2

1+e2z . As a consequence, each neural activation is
in the interval 〈−1, 1〉. Finally, gk is the gain of neuron k, θk its bias, and uj is the
sensor input to neuron j (e.g., a visual input). To simulate the network, we use an
Euler approximation to the differential equation, with a simulation step of ∆i = 0.2
(corresponding to 10 ms). Each module has 5 hidden neurons.

Car Controller

The car controller maps the inputs to two outputs. The first output, outc1, encodes
for the forward command (outc1 > 0) or the backward command (outc1 < 0) to the
car, where 0 represents no acceleration. The second output, outc2, represents the
steering direction of the car: -1 is steering to the right, 0 is straightforward, and 1 is
steering to the left.
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Eye Controller

The eye controller maps the inputs to three outputs. The first two outputs of the eye
controller, oute1 and oute2, encode for the absolute coordinate of the gaze location
in the rendered view of the simulator. By selecting different gaze locations, ACT-
DRIVING can shift its gaze within the view. The formula for decoding the outputs
to the gaze location is: (x, y) = ([549 × ((oute1 + 1)/2)], [349 × ((oute2 + 1)/2)]),
where [·] is the round-function2. As a consequence, an x- or y-output of -1 stands
for the left or top of the screen, respectively. To prevent ACT-DRIVING from making
implausibly large gaze shifts, we set a maximum dmax = 250 to the horizontal and
vertical shift in the image. The third output, oute3, determines the feature extraction
method as follows: ACT-DRIVING takes the average gray value from all input cells
if sign(oute3) = 1 and the centre gray value if sign(oute3) = −1.

5.1.3 Adaptable Model Parameters

ACT-DRIVING has three types of adaptable model parameters, all related to the
CTRNN: (1) the time constants τj , (2) the gains gj , and (3) the weights wkj .

5.2 Experimental Setup

In this section, we describe the experimental setup for the simulated driving task.
We explain the task specifics and the evolutionary algorithm used to optimise ACT-
DRIVING. In addition, we specify the analytical manipulations used to investigate
the function of ACT-DRIVING’s gaze shifts.

5.2.1 Simulated Driving Task

In the simulated driving task, ACT-DRIVING has to drive over a track as quickly
as possible, while avoiding obstacles on the road. Below, we first discuss the simu-
lated environment. Then we explain how we evaluate ACT-DRIVING’s performance
in the simulator by letting it drive multiple runs. For each run, a different track is
generated with different positions of the obstacles. We explain how a track is gen-
erated, and how the obstacles are placed on the track.

Simulated Environment

Figure 5.1 shows an example view of the simulator. As mentioned above, it has a
resolution of 600 × 400 pixels. Each 2-D view is generated from the 3-D simula-
tion environment, with as reference point the centre of the car. The view is in the
direction of the car body. The car itself is not visible in the view; it is 2.3 metres
wide and 5.6 metres long. The setting of the landscape in the simulator is the same
throughout evolution and testing: a flat, grassy landscape, with a gray road de-
marcated by white lines. The obstacles on the road are always white. We note that

2[x] = bxc, if x− bxc < 0.5; and [x] = dxe, if x− bxc ≥ 0.5.
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this setting reflects that we are interested in the gaze shift strategy of ACT-DRIVING,
and not in a realistic driving system (cf. Dickmanns, Mysliwetz, and Christians,
1990; Pomerleau, 1995; Baluja and Pomerleau, 1997; Thrun et al., 2006). The envi-
ronment contains multiple elements at different positions in the visual field that
are important to ACT-DRIVING’s task (obstacles, road, and road line). Therefore, we
expect ACT-DRIVING to shift its gaze to all these elements.

Evaluation of Driving Performance

To evaluate ACT-DRIVING’s performance, we let it drive multiple runs in the simu-
lator. At the start of each run, we initialise ACT-DRIVING by placing it at the begin-
ning of the driving track. Its initial orientation is at an angle randomly selected from
the interval [−90◦, 90◦], where 0◦ means that the gaze direction of ACT-DRIVING is
aligned with the direction of the road. The initial gaze location is set to the centre of
the 600× 400 view. After this initialisation, ACT-DRIVING has to drive as far as pos-
sible on the track within a limited time interval. The run ends if it (1) goes off-track,
(2) hits an obstacle, or (3) exceeds a driving time of t time steps.

Track Generation

For each run, we generate a different track, which consists of a sequence of 50 track
blocks. Figure 5.3(a) shows three track blocks, B1, B2, and B3. Every track block is
generated on the basis of two variables, the length l and the curvature c. The width
of each track block is constant, and amounts to 10 metres. In the figure, the length is
indicated by a dashed line. The curvature c of a point (x, y) on the road is defined
as the reciprocal of the radius r of the inner line’s osculating circle: c(x, y) = 1

r in
the figure. The osculating circle is defined as the circle that touches the road line at
(x, y). If the track has a high curvature, the osculating circle is small and so is its
radius. If the track block is straight, the radius of the osculating circle is infinitely
large, and the curvature is 0.

To generate a track block, we take independent samples from two distributions:
a length distribution and a curvature distribution. These distributions represent
the probabilities that a track block has a specific length or curvature, respectively.
Figure 5.3(b) shows a track with high curvatures. Figure 5.3(c) shows a track with
low curvatures. The length distribution and curvature distribution used in the ex-
periments are shown in Figure 5.4.

After determining the length and curvature of the track block, we randomly
select a direction for the curve: it goes either left or right. To minimize the proba-
bility of self-intersections, not more than two subsequent track blocks can curve in
the same direction. In the rare cases where a generated track block does intersect
with the already generated part of the track, it is deleted and a new track block is
generated.

Obstacles

Once the track is generated, 11 obstacles (with a floor surface of 1.5 × 1.5 metre)
are placed on it as follows. The first two obstacles are placed near the beginning of
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(a) Track block generation (b) High-curvature track (c) Low-curvature track

Figure 5.3: (a) Three track blocks, B1, B2, and B3. See the text for a detailed explanation.
(b) A track generated by sampling from a curvature distribution with high curvatures. (c)
A track generated by sampling from a curvature distribution that is skewed towards low
curvatures.
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Figure 5.4: Probability distributions of track block lengths (left) and curvatures (right). For
track generation, we take independent samples from these distributions.

the track and on opposite sides of the road. The first obstacle is placed randomly
between 3% and 5% of the track length as measured from the starting point, on
either the left or the right side. The second obstacle is randomly placed between 8%
and 10% of the track length, on the opposite side of the first obstacle. We refer to
an instance of ACT-DRIVING as successful if it succeeds in driving past the first 10%
of the track, since then we know that it is able to drive and avoid obstacles. The
remaining 9 obstacles are randomly placed on the rest of the track, with a minimal
separation of 5% of the track length. All obstacles are placed either on the left or
the right side of the track (i.e., not in the middle of the road).

5.2.2 Evolutionary Algorithm

We use a λ, µ-evolutionary algorithm (Bäck, 1996) to optimise the adaptable pa-
rameters of ACT-DRIVING. Each generation consists of a population of λ = 100
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instances of ACT-DRIVING.
The genome of ACT-DRIVING has three parts, consisting of double values in

the interval [−1, 1]. The first part of the genome encodes for the time constants τj

associated with each neuron j. The second part of the genome encodes for their
gains gj . The third part of the genome encodes for the weights wkj of the neural
network. During decoding the parameters are cast to the following intervals. The
time constants are decoded so that 1/τj is in the interval [0, 1], the gains are decoded
to the interval [0.01, 10], and the weights to the interval [−wmax, wmax] = [−4, 4]. The
values of the genes in the genome determine the behaviour of ACT-DRIVING.

The µ = 20 best instances of ACT-DRIVING are selected to form the next genera-
tion. The fitness function used to evaluate an instance is:

f =
∑n

r=1 lr/ltrack(r)
n

, (5.2)

where lr is the length of the track covered by ACT-DRIVING during run r, and
ltrack(r) is the total length of the track. We remark that the total track length de-
pends on the run, since we always generate a new track for each run. Each run
maximally lasts t = 700 time steps (35 seconds in simulation).

f is the average over n = 5 runs of the proportion of the track covered by ACT-
DRIVING, and therefore f ∈ [0, 1]. The motivation behind the fitness function is that
it is uncomplicated and yet stimulates fast driving, obstacle avoidance, and staying
on the track. This is enforced by the stopping criteria explained in Subsection 5.2.1.

The best e = 3 instances of ACT-DRIVING are copied to the new generation.
The remaining λ − e instances are created by applying crossover and mutations to
the µ best instances. One point crossover between two selected instances of ACT-
DRIVING is applied with a probability of pco = 0.05. After a possible crossover,
the offspring’s genes are mutated with a probability of pmut = 0.04. A mutation
of a gene gives it a random value in its corresponding gene interval. Evolution is
continued for g = 150 generations. To obtain our experimental results, we perform
v = 5 independent evolutions.

5.2.3 Analytical Manipulations

In Section 5.4, we analyse the best evolved instance of ACT-DRIVING. The goal of
the analysis is to find out the functions of the different types of gaze shifts. For each
type of gaze shift, we analyse the function by manipulating ACT-DRIVING.

Throughout our analysis, we mainly employ three different analytical manipu-
lations: (1) disabling ACT-DRIVING’s gaze shifts at certain time steps or in certain
situations, (2) fixing a subset of the controller’s neural activations, and (3) replacing
ACT-DRIVING’s visual inputs. We discuss these three manipulations below. In our
discussion we emphasise the third manipulation, since it is essential to verifying
our conjecture on the gathering of information.
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(1) Disabling Gaze Shifts

The first manipulation is to disable ACT-DRIVING’s gaze shifts. The goal of the
manipulation is to find out the contribution of ACT-DRIVING’s gaze shifts to the
fitness. For example, we may disable ACT-DRIVING’s gaze shifts from time steps
i = 100 to i = 200. If there is no difference in fitness between ACT-DRIVING when it
is free to move its gaze and when it has its gaze shifts disabled, then the gaze shifts
do not contribute to the fitness during these time steps.

(2) Fixing Neural Activations

The second manipulation is to fix a subset of ACT-DRIVING’s neural activations.
The goal of the manipulation is to assess the influence of certain neural activations
on ACT-DRIVING’s behaviour or fitness. For example, to test if ACT-DRIVING uses
the proprioceptive input that represents the car speed, we may fix the activation
of this proprioceptive input to its initial value. If the manipulation has no effect
on ACT-DRIVING’s fitness, then the proprioceptive input serves no function in its
behaviour.

(3) Replacing Visual Inputs

The third and most important manipulation is to replace ACT-DRIVING’s visual in-
puts by plausible but uninformative inputs. The goal of the manipulation is to
determine whether ACT-DRIVING gathers information from the environment in a
certain situation.

For example, ACT-DRIVING may sometimes shift its gaze to the bottom right
part of the rendered view. We may suspect that it does not extract information
from its visual inputs from this part of the view, because it usually contains the
grass texture. Then this can be tested as follows. We first run ACT-DRIVING on
various tracks, without manipulating it. During these normal runs, we store the
visual inputs when it gazes at the bottom right of the screen, annotating the inputs
with the corresponding gaze location. Subsequently, we run ACT-DRIVING again on
various tracks. However, this time we manipulate its visual inputs when it gazes
at the bottom right of the view: instead of providing ACT-DRIVING with the visual
inputs from the current rendered view, we provide it with stored visual inputs. To
this end, the k = 10 stored inputs are determined, of which the corresponding gaze
locations are closest to ACT-DRIVING’s current gaze location3. Then, one of these
inputs is selected at random.

As a consequence, ACT-DRIVING receives visual inputs that are plausible for
the selected gaze location. But, importantly, since they have been gathered on a
different track and in a different run, these visual inputs do not convey any information
on the current state of the road. The stored input that replaces the actual input may
have been gathered in a curve to the left, while ACT-DRIVING is now in a curve to
the right. In this case, if ACT-DRIVING extracts information on the curve direction

3It should be noted that we do not select the k = 10 stored inputs that are closest in the input space.
Such a method would not lead to a valid test.
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from the visual inputs, replacing the input should degrade its performance. Of
course, there is a small possibility that a stored input is equal to the actual input. In
that case, replacing the input does not influence ACT-DRIVING’s performance. Since
it is highly unlikely that all of the replacing inputs are equal to the actual inputs,
the third manipulation can show whether ACT-DRIVING extracts information from
its visual inputs. If it does, its performance should degrade when replacing the
current inputs with the stored inputs.

We emphasise that in our analysis we search for gaze shifts that do contribute to
ACT-DRIVING’s performance, but that do not serve to gather information from the
environment.

5.3 Evolution

We need at least one instance of ACT-DRIVING that is successful in the driving task,
i.e., an instance with a fitness higher than 0.10 (10% of the track). In this section,
we present the outcome of evolution and determine the most successful instance of
ACT-DRIVING.

Figure 5.5 shows the fitness of the best instances of ACT-DRIVING over the differ-
ent generations of the evolution. During evolution, we test each instance of ACT-
DRIVING for n = 5 runs to obtain an impression of its fitness. To determine the
best instance of ACT-DRIVING of all different evolutionary runs in a reliable man-
ner, we need a larger number of runs. First the best instance of each evolution is
selected as follows. All instances that were the best of their generation are tested
for n = 100 runs, and the instance of ACT-DRIVING with the highest average fit-
ness is selected. Then, this best instance is tested for n = 1000 runs. For each
instance of ACT-DRIVING, we register seven different metrics that together provide
an overview of its performance on the driving task. The metrics and their values
for the best instances of ACT-DRIVING of all evolutionary runs are shown in Table
5.1. It shows the following metrics: the maximum fitness (‘max’), average fitness
(‘mean’), standard deviation (‘st. dev.’), standard error of the mean (‘st.e.m.’), the
proportion of runs ending in a crash (‘crash’), the proportion of runs ending in the
car going off-track (‘off-track’), and the proportion of runs in which ACT-DRIVING
runs out of time (‘time’).

Table 5.1: Test performance on n = 1000 runs of the best evolved instance of ACT-DRIVING
per evolution.

max mean st.dev. st.e.m. crash off-track time
Evolution 0 0.671 0.174 0.111 0.004 0.623 0.085 0.292
Evolution 1 0.122 0.015 0.011 0.000 0.005 0.995 0.000
Evolution 2 0.222 0.016 0.014 0.000 0.001 0.999 0.000
Evolution 3 0.119 0.019 0.017 0.001 0.015 0.985 0.000
Evolution 4 0.661 0.152 0.073 0.002 0.454 0.105 0.441

From Figure 5.5 and Table 5.1 we may make three main observations. First, only
two out of the five evolutionary runs succeed in finding a solution that surpasses
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Figure 5.5: Fitness of the best instance of ACT-DRIVING of each generation for the five evolu-
tionary runs.

0.10 (see column ‘mean’), indicating that the instance of ACT-DRIVING successfully
avoids the first two obstacles. The evolvability for the simulated driving task seems
to be low: only a few runs result in successful instances of ACT-DRIVING.

Second, the average fitness values themselves appear to be rather low, with
as maximum 0.174 (17.4% of the track). The reason for this lies in the long track
length of 50 track blocks. We selected this long track length on purpose, so that
we would be sure of continued evolutionary pressure on faster and better driving.
The reader can verify that the track is rather long by looking at the example run
shown in Figure 5.6. The figure shows the position of the car over time (dashed
line), annotated with the time steps (∆i = 25). The road lines are represented by
the solid lines, obstacles by (small) squares. We indicate the car at the last time step
(i = 700, i.e., 35 simulated seconds) by a rectangle. The left part shows the entire
track, the right part zooms in on the part covered by the car. We verified whether it
is possible to finish the entire track by performing ten runs of 35 seconds with the
simulated car ourselves. We obtained an average fitness of ∼ 30%. This is slightly
faster than ACT-DRIVING, but we were able to see the entire screen at each time
step. Therefore, the average fitness of 17.4% seems reasonable.

Third, Table 5.1 shows that evolution number 0 resulted in the best instance
of ACT-DRIVING. It has the highest mean and maximum performances, and sig-
nificantly outperforms the best instance of ACT-DRIVING of evolution number 4
(p < 0.05, randomisation test; Cohen, 1995, see also the standard error of the mean,
‘st.e.m.’). The main reason for the performance difference seems to be that the in-
stance of evolution 0 drives faster than the instance of evolution 4. The instance
of evolution 0 runs out of time less often than the instance of evolution 4, since it
crashes more often. The best instance of ACT-DRIVING of evolution 0 will be the
subject of our analysis in the next section.
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Figure 5.6: Example run of ACT-DRIVING. Left: Overview of the entire track. Right:
Overview of the part covered by the car. We show the position of the car over time (dashed
line), annotated with the time steps (∆i = 25). The road lines are represented by the solid
lines, obstacles by (small) squares. We indicate the car at the last time step (i = 700, i.e., 35
simulated seconds) by a rectangle.

5.4 Analysis

Below, we perform an analysis in order to find out whether and how the most
successful instance of ACT-DRIVING4 uses its gaze shifts to improve its performance
on the task.

We start the analysis by plotting ACT-DRIVING’s gaze shifts over time. Figure
5.7 shows the x (solid) and the y (dashed) coordinate of ACT-DRIVING’s gaze lo-
cation over time for one of the testing runs5. It makes gaze shifts during driving.
We test whether these movements help to improve the performance by employing
the first manipulation. We disable the gaze shifts from the beginning of the run
(time steps i ≥ 0). Table 5.2 provides the performance of ACT-DRIVING under dif-
ferent testing conditions that are used for the analysis. The columns represent the
same performance criteria as in Table 5.1, complemented by one column (‘sign.’)
that indicates whether the average performance is significantly different from the
normal driving condition (randomisation test, p < 0.05; Cohen, 1995). For now,
the first two rows of the table are important. The first row shows the performance
of ACT-DRIVING under normal conditions. The second row shows the performance
when ACT-DRIVING is not allowed to make any gaze shifts (see the row ‘No shifts’).
Comparing the first two rows reveals that entirely disabling ACT-DRIVING’s gaze
shifts seriously deteriorates its driving behaviour: the average fitness is reduced to
0.009. The remaining rows will be discussed in subsections 5.4.1 to 5.4.3.

4From here on we abbreviate ‘the most successful instance of ACT-DRIVING’ to ‘ACT-DRIVING’.
5We remark that the gaze shifts are not related to the run in Figure 5.6.
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Figure 5.7: Gaze shifts during a run on a curved track. The plot shows the x-coordinate
(solid) and y-coordinate (dashed) of the gaze location over time, in pixels. The coordinates
represent the top left of the gaze window.

Table 5.2: Test performance of ACT-DRIVING on n = 1000 runs, under different conditions.
The last column indicates whether the performance difference with the normal condition
(top row) is statistically significant (X) or not (-).

max mean st.dev. st.e.m. crash off-track time sign.
Normal 0.671 0.174 0.111 0.004 0.623 0.085 0.292 -
No shifts 0.142 0.009 0.011 0.000 0.001 0.999 0.000 X
No shifts i > 100 0.180 0.055 0.020 0.001 0.105 0.894 0.001 X
No eye reflex 0.874 0.162 0.105 0.003 0.538 0.214 0.248 X
Replace inputs 0.739 0.173 0.110 0.003 0.606 0.082 0.312 -
No proprioc. 0.817 0.173 0.111 0.004 0.587 0.091 0.322 -

From this result, we infer that ACT-DRIVING uses its gaze shifts to achieve the
registered performance on the task. Below, we show that the gaze shifts have three
functions: (1) to find relevant features in the environment, (2) to keep relevant fea-
tures in sight, and (3) to avoid disruptive visual inputs. The third function does not
involve the gathering of information from the environment.

5.4.1 Find Relevant Features

The first function of the gaze shifts is to find relevant features in the environment.
As explained in Subsection 5.2.1, ACT-DRIVING’s gaze location is initialised to the
centre of the view. This gaze location is not suited for the driving task, since it is
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located at the border between the sky and the ground. It would be difficult for ACT-
DRIVING to extract information from this location on where the road is going. An
informative feature of the environment on where the road is going, is the road line.
ACT-DRIVING’s first action is to find this feature: it shifts its gaze from the centre
location gradually to the bottom left until it finds the road line. We can see this
in Figure 5.7. During the first 20 time steps, the x-coordinate of the gaze location
decreases from 270 to 95 pixels, and the y-coordinate from 175 to 85 pixels. In the
bottom left part of the view, the road line is thicker than further upward the view.
ACT-DRIVING probably prefers the left part of the view over the right part, since the
left line is not (partially) occluded by the tachometer.

5.4.2 Keep Relevant Features in Sight

The second function of the gaze shifts is to keep relevant features of the environ-
ment in sight. Below, we first demonstrate that the gaze shifts contribute to the
fitness, even after ACT-DRIVING has located the road line. Then we show that ACT-
DRIVING makes oscillatory movements with both its car body and its gaze. Finally,
we explain how the gaze shifts augment the frequency with which relevant features
of the environment are sampled, and why this is useful for the driving task.

Contribution to Performance

Figure 5.7 shows that ACT-DRIVING moves its gaze during the entire run. To test
whether ACT-DRIVING’s gaze shifts still improve its performance after it has found
the road line, we disable the gaze shifts after time step i = 100. This gives ACT-
DRIVING ample time to move its gaze location towards the road line, even if it starts
with the maximum rotation of the car body. Table 5.2 shows the result of this test
in the third row (‘No shifts i > 100’). Disabling the gaze shifts after i = 100, results
in an average fitness of 0.055. The gaze shifts after i = 100 contribute considerably
to the performance.

Oscillatory Behaviour

How do the gaze shifts improve ACT-DRIVING’s performance after the start of the
run? To answer this question, we can make a key observation from Figure 5.7: the
gaze shifts of ACT-DRIVING are oscillating for i ∈ [100, 200] and i ∈ [260, 350].

During the run ACT-DRIVING’s car body also has an oscillatory behaviour. Fig-
ure 5.8 illustrates the position of ACT-DRIVING on a straight track, when it is al-
lowed to make gaze shifts (left) and when it is not (right). The road is represented
by the straight vertical lines at x = −5 and x = 5. The trajectory of the car is anno-
tated by the corresponding time steps. In both plots, the annotations are ∆i = 25
time steps apart6.

6We note that on a straight track ACT-DRIVING drives in the centre of the road (slightly to the right).
On a curved track, ACT-DRIVING drives slightly to the left of the centre (see Subsection 5.4.3).



5.4 — Analysis 83

−6 −4 −2 0 2 4 6
10

20

30

40

50

60

70

80

90

100

i = 50

i = 75

i = 100

i = 125

i = 150

i = 175

i = 200

i = 225

Position of car over time

x−position car

y−
po

si
tio

n 
ca

r

−6 −4 −2 0 2 4 6
10

20

30

40

50

60

70

80

90

100

i = 50

i = 75

i = 100

i = 125

i = 150

i = 175

i = 200
i = 225

i = 250
i = 275

i = 300

i = 325

i = 350

Position of car over time

x−position car

y−
po

si
tio

n 
ca

r
Figure 5.8: Position of the car on a straight track, when it is allowed to make gaze shifts,
(left), and when it is not, (right). The road is represented by the straight vertical lines at
x = −5 and x = 5. The trajectory of the car is annotated by the corresponding time steps. In
both plots, the annotations are ∆i = 25 time steps apart. We show the trajectory with solid
lines to render the oscillations more visible.

Cause of Oscillatory Behaviour

How do the oscillatory movements of the car body originate? In animal locomo-
tion, oscillating activations play an important role and are often generated by cen-
tral pattern generators, CPGs (cf. Buchli, Righetti, and Ijspeert, 2006; Ijspeert and
Crespi, 2007). Since CTRNNs are capable of complex internal dynamics (Funahashi
and Nakamura, 1993; Beer, 1995), it may be possible that ACT-DRIVING uses the
internal state of its controller modules to create an artificial CPG. If the oscillatory
activations are caused by the internal state, then they should continue if we fix the
inputs to the controller modules (second manipulation). However, when we fix the
inputs, the oscillatory activations cease and ACT-DRIVING goes off-track. Figure
5.9 shows this for a run on a straight track, in which we fix the inputs at time step
i = 170.

Therefore, the oscillatory behaviour of the car body has to arise as an effect of
the coupling between the controller modules and the environment. We will explain
the oscillatory behaviour by studying the relation between the visual inputs and
the outputs of the car controller. To this end we employ the correlation between two
variables over time, a and b.

corr(a, b) =
cov(a, b)√

var(a)var(b)
(5.3)

cov(a, b) = E[(a− ā)(b− b̄)] (5.4)
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Figure 5.9: Position of car on straight track when fixing its visual inputs. The road is rep-
resented by the straight vertical lines at x = −5 and x = 5. The trajectory of the car is
illustrated by the dashed line, and is annotated by the corresponding time steps. These an-
notations are ∆i = 10 time steps apart. ACT-DRIVING’s visual inputs are fixed at i = 170.

var(a) = E[(a− ā)(a− ā)] (5.5)

We computed the correlation measure between activations of the output neu-
rons and the visual input neurons, during a run of t = 1000 time steps. Figure 5.10
shows the outcome for the steering output of the car controller (left) and the out-
put that encodes the x-position, oute1, of the eye controller (right). The correlation
values are shown at the corresponding positions of the visual sensors in the gaze
window. The gray values encode for the correlation values. The values are scaled
so that pure black represents maximal negative correlation, and pure white repre-
sents maximal positive correlation. The gray value of the figure’s background cor-
responds to the value for no correlation. We interpret the correlation values shown
in the figure as follows. A positive correlation value of a visual sensor means that
the output activation increases, if the visual sensor is more active than usual (and
decreases if the visual sensor is less active). A negative correlation means that the
output decreases, if the visual sensor is more active than usual (and increases if the
visual sensor is less active).

We can now explain the oscillatory movement of the car body with the help of
Figure 5.10 and of Figure 5.11. The last figure shows the simulator view at different
times during the oscillatory behaviour7. We have superposed a magnification of the
visual input cells on each view, in order to better show the (subtle) differences in the
visual inputs. In the left part of the figure the car body is more to the left, as can be
seen by looking at the intersections of the road lines with the border of the screen.

7We note that the figure shows the behaviour while ACT-DRIVING is allowed to move its gaze.
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Correlation inputs & steer Correlation inputs & eye

Figure 5.10: Correlation of the visual inputs with (left) the steering output of the car con-
troller and (right) the output of the eye controller that encodes for the x-coordinate of the
gaze location. The correlations have values in the interval [−1, 1], where -1 is maximal neg-
ative correlation, 0 is no correlation, and 1 is maximal positive correlation. These values are
represented with gray values, where pure black encodes for -1 and pure white for 1. We
show the correlation values in the form of the input matrix. The gray value of the back-
ground surrounding the matrix represents a correlation value of 0.

The road line is located somewhat lower in the gaze window than in the right part
of the figure. As a result, the input cells of the upper left triangle (except the top left
one) are more active than on average. The correlation values in Figure 5.10 reveal
that these cells are negatively correlated with the steering output. This means that
the presence of the line in the window results in a (more) negative steering output:
the car goes to the right. When the car goes to the right, the line moves up in the
window towards the top left input cell (see right part of Figure 5.11). The top left
cell is positively correlated with the steering output. If it is reached by the road line,
it has a high activation while the other cells in the upper left triangle have a lower
activation. This leads to a (more) positive steering output: the car goes back to the
left.

Purposes of Oscillatory Behaviour

The oscillatory movements of the car body serve one main purpose: they allow
ACT-DRIVING to make curves both to the right and to the left. When it is engaged
in a curve to the right, the road line will move down in the gaze window, even if
ACT-DRIVING is driving straightforward. Since the line will activate the diagonal
input cells from the bottom left to the top right more often, ACT-DRIVING will steer
more to the right. The inverse argument applies to curves to the left.
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Figure 5.11: Two screen-shots of the simulator. Per screen-shot we include a magnification of
the gaze window, to better show the activations of the visual inputs. The activations are in
the interval [−1, 1] and are scaled here from black to white. Left: As a reaction to the shown
inputs, ACT-DRIVING steers to the right. Right: As a reaction to the shown inputs, ACT-
DRIVING goes to the left. Because of these reactions, ACT-DRIVING ‘wiggles’ on a straight
track.
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Figure 5.12: Plot of the neural activation of the x-output of the eye (dashed line) versus the
x-position of the car on a straight track (solid line).
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Function of Gaze Shifts

Now that we have an idea on how the oscillatory movements of the car body arise
and why they are useful, we can focus on the function of the gaze shifts. The cor-
relation values for the x-component of the gaze shift seem inverted from the ones
of the steering output (see Figure 5.10). In Figure 5.12 we illustrate the resulting
relation between the x-output of the eye (dashed line) and the horizontal position
of the car (solid line) over time. We measure both these quantities for ACT-DRIVING
on a straight track. The activation of the x-output of the eye, oute1, should be inter-
preted as follows. If it is more negative, the gaze shifts more to the left, if it is more
positive, the gaze shifts to the right. The figure shows that the gaze moves opposite
of the car (and moves slightly before the car does).

As a result, the gaze shifts keep the line in sight. This increases ACT-DRIVING’s
speed. If we prevent ACT-DRIVING from making gaze shifts, it loses the road line
out of sight when it goes to the right during the oscillatory behaviour. ACT-DRIVING
then only perceives the road, which makes it slow down and go to the left again.
The reader can verify in Figure 5.8 that the time annotations are further apart when
ACT-DRIVING is allowed to make eye movements, than when it is not allowed to
make eye movements. The higher speed also induces a higher frequency of the os-
cillatory behaviour. To measure this frequency we run ACT-DRIVING on a straight
track for t = 1000 time steps, both when it is able to make gaze shifts and when
it is unable to make gaze shifts. Then we measure the number of times that ACT-
DRIVING makes a switch from steering to the left to steering to the right. The be-
haviour has an average period of 10.72 time steps when ACT-DRIVING can move its
gaze and 20.96 time steps when it cannot.

One may argue that this type of gaze movement is simply gaze stabilisation. We
prefer not to call it gaze stabilisation, for the following two reasons. First, ACT-
DRIVING does not keep the line in the exact same position in its gaze window. If
it did, then the important oscillatory behaviour of the car would not arise (the car
would probably go off-track, as in Figure 5.9). Second, gaze stabilisation is typi-
cally associated with the prevention of blur (see Chapter 1). We do not model blur;
the integration of optic signals in the visual feature extraction of ACT-DRIVING is
assumed to be smaller than the simulation time step of 50 ms. As a consequence,
ACT-DRIVING does not have to stabilise its gaze to prevent blur.

5.4.3 Avoid Disruptive Visual Inputs

The third function of the gaze shifts is to avoid disruptive visual inputs when en-
countering an obstacle. Figure 5.7 shows a sharp gaze shift, at i ≈ 210 time steps.
Such peaks occur when ACT-DRIVING gazes at an obstacle: it has an eye reflex to look
away from an obstacle. To understand whether and how this eye reflex is useful,
we first explain the general obstacle-avoidance behaviour of ACT-DRIVING. Then
we determine whether the eye reflex contributes to ACT-DRIVING’s performance. If
it does, we delve into the reasons why the eye reflex improves performance.
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Figure 5.13: Left: Car position relative to the centre of the road. The histogram shows the
proportion of time steps spent at different distances from the centre. Negative values repre-
sent the left part of the road, positive values the right part. Right: Example of a car crash,
where the position of the car centre is −0.79.

Obstacle Avoidance

In general, ACT-DRIVING drives mostly on the left side of the road, and only actively
avoids obstacles on that side. The left side of Figure 5.13 shows the position of the
car relative to the middle line over time, on a curved track. On such a track it spends
most of its time to the left of the middle line8. This is in contrast to a straight track,
on which it drives almost exactly on the middle line (slightly right of it). By driving
in the middle, the car can actually avoid the obstacles on both sides with small
margins, but this strategy does not seem possible for curved tracks. Therefore, ACT-
DRIVING chooses to drive on the left side and actively avoids obstacles on that side.
The obstacles on the right side are then automatically avoided as well. The right
side of Figure 5.13 shows ACT-DRIVING crashing into an obstacle. The position of
the car centre at the moment of the crash is −0.79.

Contribution to Performance

Does the eye reflex help ACT-DRIVING to improve its performance on the driving
task? One could doubt about this, since the visual inputs to ACT-DRIVING are much
higher than usual when it is looking at an obstacle. The eye reflex may be a spurious
side-effect of evolution. To test this, we manipulate ACT-DRIVING’s gaze shifts in
a subtle manner. We disable the gaze shifts only, if ACT-DRIVING is close to an
obstacle on the left side and attempts to move the x-coordinate of the gaze further
than 240 pixels.

The performance of the manipulated ACT-DRIVING is shown in the fourth row
in Table 5.2 (‘No eye reflex’). The average performance is 0.162, which is signifi-
cantly lower than in the normal condition. This implies that the eye reflex is useful.

8We note that there is no rule dictating ACT-DRIVING to drive on the left. The driving behaviour is a
result of evolution, not a sign that ACT-DRIVING is British. In Subsection 5.4.1 we mentioned that this is
probably due to the tachometer obstructing the view on the right.
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Below, we investigate three possible purposes of the gaze shifts during the
eye reflex: (1) to gather information, (2) to influence the proprioception of ACT-
DRIVING, and (3) to prevent overreactions of the car controller.

(1) Information Gathering

An obvious explanation of why the eye reflex is useful, is that ACT-DRIVING ‘looks’
where it is going. If it encounters an obstacle, it shifts its gaze to the right in order
to verify whether the road is free, where the road is going, etc. Although this expla-
nation seems plausible at first sight, it does not make much sense in the context of
our experimental setup. For example, the road is always free of obstacles just after
another obstacle, since we ensure a certain margin between subsequent obstacles.
Therefore looking for an obstacle has no evolutionary advantage for ACT-DRIVING.
In addition, the gaze locations during the eye reflex do not seem to be informative
on where the road is going. Many of the gaze locations are on the centre of the
road, locations at which only subtle gray levels may indicate the direction. So it is
unlikely that ACT-DRIVING shifts its gaze to discover the direction of the road.

We want to know whether ACT-DRIVING makes the gaze shifts during the eye
reflex to gather information from the environment, or whether it makes these shifts
for another reason. Of course, if the visual inputs are always exactly the same
during the eye reflex, then there would be no information in these inputs. Stated
differently, if there is no bottom-up information in the inputs, there can be no task-
relevant information either. However, the visual inputs during the eye reflex show
small differences. Evaluating ourselves whether these small differences are infor-
mative raises a subjectivity problem: the visual inputs may not be informative to
us, while they are informative to ACT-DRIVING.

To establish whether the small input differences convey information to ACT-
DRIVING on the current state of the road, we use the third type of manipulation
(see Subsection 5.2.3)9. First, ACT-DRIVING performs n = 1000 runs on various
curved tracks under normal conditions. During these runs, we store the inputs of
ACT-DRIVING when it makes an eye reflex, annotating them by the corresponding
gaze location. Subsequently, ACT-DRIVING performs n = 1000 new runs. But this
time, when it makes an eye reflex, we do not extract features from the simulator
view. Instead, at each time step during the reflex we provide it with a visual input
that was gathered during the first 1000 runs. We determine the k = 10 stored inputs
that are closest to the current gaze location and select one of these inputs at random.
As a consequence, ACT-DRIVING receives visual inputs that are plausible for the
current gaze location, but that cannot convey any information on the current state
of the road. As mentioned before, if ACT-DRIVING actually extracts information
from the visual inputs, its performance should degrade when replacing the current
inputs with the stored inputs.

The performance of ACT-DRIVING when we replace the visual inputs during the
eye reflex is shown in the fifth row in Table 5.2 (‘Replace inputs’). It is 0.173, which
is only 0.01 lower than the normal performance. This difference is not statistically
significant. In other words, the gaze shifts do not serve to gather information.

9We note that the manipulation evades the subjectivity problem mentioned before.
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(2) Influence Proprioception

Our experimental manipulation established that ACT-DRIVING does not gather in-
formation from the environment during the eye reflex. This finding leads us to
investigate another possible reason for the eye reflex. When ACT-DRIVING looks
to the right, its proprioceptive inputs change. It may use these inputs to achieve
successful behaviour. In order to investigate whether the change in proprioceptive
values is the reason for the success of the eye reflex, we fixated the proprioceptive
inputs during the eye reflex. The resulting average performance is 0.173 (see the
sixth row in Table 5.2, ‘No proprioc.’). The difference with the normal condition
is not statistically significant. Therefore, the change in the proprioceptive inputs
cannot explain the success of the eye reflex.

(3) Prevent Overreaction Car Controller

We argue that the reason for the eye reflex cannot be found in what happens under
normal conditions: it can be found in what does not happen. When ACT-DRIVING
cannot make the eye reflex, it goes off-track more often after an obstacle. ACT-
DRIVING has a strong steering reaction to the obstacle. If it does not look away
from an obstacle, it goes more to the right when deviating from the normal driving
path. As a consequence, ACT-DRIVING goes faster when it goes to the left after the
obstacle. Sometimes it goes too fast to the left and ACT-DRIVING does not succeed
in re-entering its oscillatory behaviour. The gaze window overshoots the road line
and ends up in the grass. This usually results in ACT-DRIVING going off-track. The
difference in the car-trajectory with and without eye reflex can be seen in Figure
5.14. The square represents the obstacle. The dashed line is the trajectory of ACT-
DRIVING with eye reflex. The solid line is the trajectory of ACT-DRIVING without
eye reflex. ACT-DRIVING deviates more from its path when it does not have the
eye reflex. Although the deviation does not seem excessively large, it often creates
problems when ACT-DRIVING attempts to relocate the road line.

The observation above leads to the explanation that ACT-DRIVING avoids gazing
at obstacles, since the resulting visual inputs disrupt its driving behaviour.

5.5 Discussion

In Subsection 5.4.3 we showed that ACT-DRIVING does not always make gaze shifts
in order to gather information from the environment. Below, we first discuss two
possible criticisms regarding this finding. Then, we indicate its possible theoretical
and practical implications.

Criticisms

Here, we discuss two possible criticisms on the current study: (1) the eye reflex is
not crucial to the behaviour, and (2) we did not provide any evidence for the type
of movement being generalised to other active vision models or tasks. We address
these two criticisms in turn.
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Figure 5.14: Car-position near an obstacle on a straight track. The square represents the
obstacle. The dashed line is the trajectory of ACT-DRIVING with eye reflex. The solid line is
the trajectory of ACT-DRIVING without eye reflex. The road goes from x = −5 to x = 5.

We do not claim that the eye reflex is as crucial to ACT-DRIVING’s behaviour as
finding the line or keeping the line in sight. However, we do think that the eye
reflex is a movement worth analysing, for the following three reasons. First, it is
the most salient type of eye movement that ACT-DRIVING performs. Second, the
performance improvement of the eye reflex may be smaller than the other types
of movements, but it does improve the performance significantly10. Third, the eye
reflex may play only a subtle role in ACT-DRIVING, but similar types of movements
may play larger roles in other systems.

The last reason brings us to the criticism regarding the generality of the finding.
We agree that we need more experiments to establish whether eye movements in
other systems also serve to prevent or provoke certain behaviours. However, we
believe that these experiments will support the current finding. Namely, adaptive
active vision models are known to take actions that reduce the complexity of in-
ternal processing (see, for instance, Chapter 4, or Nolfi and Marocco, 2002). It is
therefore to be expected that such adaptive models rather avoid visual stimuli that
are difficult to process, than evolve suitable internal processing to handle them. In
the concrete terms of our experiment: it may be harder to set the neural network
parameters in order to restrict the reaction to completely white inputs, than it is to
avoid such inputs altogether.

10In this sense it may be compared with the choice between all-season tires and winter tires. All-season
tires have less grip on the road, when it is cold and slippery. Although one does not crash immediately
when employing all-season tires in such conditions, it is preferable to use winter tires.



92 Gaze Control and Information Gathering

Possible Implications

If the finding does turn out to be more general, then it can have both theoretical
and practical implications. The finding is theoretically interesting, since it refutes
the assumption that gaze shifts only serve to gather information. This assumption
is central both to computer vision models and to models of human and animal vi-
sion. Let us sketch a possible implication of our finding by providing an example
of human vision. Wilkie and Wann (2003) and Wann and Wilkie (2004) have exten-
sively investigated human gaze behaviour during driving. They have investigated
how the driving behaviour of the subjects was influenced by the retinal optic flow,
the visual angle between the car body and a target location, and extraretinal sig-
nals. Wann and Wilkie (2004) discussed that driving manuals instruct humans to
look away from approaching cars, and instead look at the road next to these cars.
It is better to look away from an approaching car, because we have a tendency to
go where we are looking. Wann and Wilkie (2004) explained that we have this ten-
dency, since it gives us most information in the optic flow on where we are going.
Our finding opens up the possibility that we have this tendency for other reasons:
the only goal of the gaze shifts may be to suppress an unwanted tendency.

The finding is practically interesting, since it may imply that we can improve an
active vision model if we adapt the gaze shifts to the rest of the model’s behaviour.
In our study, it helps to adapt the car controller and the eye controller together,
since it allows them to adapt to each other’s capabilities and shortcomings. It is not
common to look at a control task involving gaze shifts in this way. For example,
in a probabilistic approach to obstacle avoidance the gaze shifts serve to gather
information on the state of the world. The state estimate is then used to take other,
non-visual actions. Training these two parts of the model independently may result
in suboptimal performance.

5.6 Chapter Conclusion

In this chapter, we set out to answer RQ 3: How does an adaptive gaze control model use
its gaze shifts in a control task? To answer the question, we studied the gaze shifts of
the best evolved instance of ACT-DRIVING. From our analysis we may conclude that
its gaze shifts have the following three functions: (1) to find relevant visual features
in the beginning of a run, (2) to keep relevant visual features in sight, and (3) to
avoid disruptive visual inputs. Where the first two functions concern the gathering
of information from the environment, the third function does not. This corroborates
our conjecture at the beginning of the chapter: the gaze shifts of adaptive active
vision models also serve other purposes than the gathering of information from the
environment.

In the current and previous chapter, we mainly focused on the analysis of adap-
tive active vision models. Although we adapted the models to challenging visual
tasks, we did not compare the performance of the models to that of other state-of-
the-art computer vision models. Therefore, the question arises whether adaptive
active vision models present a viable alternative for such models. We focus on this
issue in the next chapter.



Chapter

6
Gaze Control for Object Detection

This chapter is partly based on the following publications1.

1. G.C.H.E. de Croon and E.O. Postma (2006). Active object detection. Belgian-Dutch AI
Conference (BNAIC 2006), Namur, Belgium (eds. P.-Y. Schobbens, W. Vanhoof, and G.
Schwanen), pp. 107 – 114.

2. G.C.H.E. de Croon and E.O. Postma (2007). Sensory-motor coordination in object de-
tection. 1st IEEE Symposium on Artificial Life, Honolulu, HI (ed. H.A. Abbass), pp. 147 –
154.

3. G.C.H.E. de Croon (2007). Active object detection. 2nd International Conference on Com-
puter Vision Theory and Applications (VISAPP 2007), Barcelona, Spain (eds. A. Ranchor-
das, H.J. Araújo, and J. Vitrià), pp. 97 – 103.

In this chapter, we shift our focus from pure analysis to the performance of an
adaptive active vision model on a challenging visual task. To this end, we inves-
tigate RQ 4: Can an adaptive gaze control model perform on a par with state-of-the-art
computer vision models on the task of object detection? To answer this question, we
apply a gaze control model to two object-detection tasks in natural static images:
face detection and car detection. This gaze control model is an instantiation of ACT-
FRAME, and is referred to as ACT-DETECT. The performance of ACT-DETECT is com-
pared with that of existing methods for object detection. Below, we first motivate
the use of a gaze control model for object detection and then provide an overview
of the remainder of the chapter.

Humans and Object Detection

Humans employ the context of an object to detect it quickly and accurately in a
visual scene. Violations of the context diminish the speed and accuracy of the de-
tection (cf. Biederman, Glass, and Stacy, 1973; Biederman, Mezzanotte, and Ra-
binowitz, 1982; de Graef, Christiaens, and d’Ydevalle, 1990; Henderson, Jr., and

1The author would like to thank the publishers and his co-author for their permission to use parts of
the publications in this chapter.
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Hollingworth, 1999). The reader can easily verify the truth of this statement by (1)
attempting to find a face in Figure 6.1, and then (2) attempting to find a face in Fig-
ure 6.2. To detect an object, humans exploit its (statistical) relations to other scene
elements (Biederman et al., 1973; Palmer, 1975; Biederman et al., 1982; de Graef et al.,
1990; Chung and Jiang, 1998; Henderson et al., 1999; Oliva et al., 2003; Neider and
Zelinski, 2006). The relations between scene elements are due to the structure of the
world. In Figure 6.1 we have some difficulty in finding the face, because the usual
structure is absent. Both coarse-scale regularities (e.g., the relation of the side walk
to possible face positions) and fine-scale regularities (e.g., the relation of feet to pos-
sible face positions) have been perturbed. In the original scene depicted in Figure
6.2 we can use both coarse-scale and fine-scale scene elements to gain information
on possible object locations. By using these elements we can locate objects without
scanning the entire image, as we end up doing in Figure 6.1.

Figure 6.1: Find the face in the image (1).

Passive Scanning

Most existing artificial object-detection methods focus on the detection of features
of the object itself (cf. Rao et al., 1995; Moghaddam and Pentland, 1997; Burl, We-
ber, and Perona, 1998; Rowley, Baluja, and Kanade, 1998; Papageorgiou and Poggio,
2000; Schiele and Crowley, 2000; Viola and Jones, 2001). Such methods are general
in the sense that they neither make assumptions on the image content outside of
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the object area, nor on the prior distribution of the object locations. They passively
scan the entire image: local image samples extracted during scanning are not used
to guide the scanning process. As a consequence, the scanning process is ineffi-
cient. We mention two main types of object-detection methods that employ passive
scanning: window-sliding methods and constellation-based methods.

Window-sliding methods (e.g., Osuna, Freund, and Girosi, 1997; Rowley et al.,
1998; Sung and Poggio, 1998; Schneiderman and Kanade, 2000; Viola and Jones,
2001; Kruppa, Castrillon-Santana, and Schiele, 2003; Li and Zhang, 2004; Torralba,
Murphy, and Freeman, 2004a) employ passive scanning to check for object presence
at all locations of an evenly spaced grid. They extract a local sample at each grid
point and classify it either as an object or as a part of the background.

Constellation-based methods (e.g., Burl et al., 1998; Weber, 2000; Weber, Welling,
and Perona, 2000a; Weber, Welling, and Perona, 2000b; Fergus, Perona, and Zisser-
man, 2003; Dorkóand Schmid, 2003; Loeff et al., 2005; Holub, Welling, and Perona,
2005; Mikolajczyk, Leibe, and Schiele, 2006; Carbonetto et al., in press - online; Fer-
gus, Perona, and Zisserman, 2007) detect objects by detecting constellations of their
parts. They generally proceed in two stages: interest-point detection and constella-
tion evaluation. For the first stage they employ passive scanning to determine inter-
est points in an image. They calculate an interest value for local samples at all points
of an evenly spaced grid. Examples include the calculation of the entropy of gray
values at multiple scales (Kadir and Brady, 2001), and difference-of-Gaussian re-
sponses (in the SIFT-approach by Lowe, 2004). Subsequently, at the interest points,
the methods extract new local samples that are either identified as a part of the
object or as a part of the background. An object is recognised if there is a constella-
tion of recognised parts that is sufficiently similar to a learned constellation object
model2.

There is a growing number of object-detection methods that uses both the fea-
tures of the object itself and the features of its context. The use of context has as goal
to improve the detection performance in terms of the robustness, the computational
efficiency, or both. These improvements come at a price of a lower application gen-
erality, because the detections become dependent on the context. We distinguish
two existing types of such methods.

The first type uses the appearance of the image region surrounding the object
(Kruppa et al., 2003; Bergboer, Postma, and van den Herik, 2004; Hoiem, Efros, and
Hebert, 2005; Hoiem, Efros, and Hebert, 2006; Wolf and Bileschi, 2006; Perko and
Leonardis, 2007; Elder et al., 2007) or the presence of nearby objects and scene ele-
ments (Bar, 2004; Torralba, Murphy, and Freeman, 2004b; Wolf and Bileschi, 2006).
This type of method generally improves the robustness of detections. The object-
detection method in Kruppa et al. (2003) does not only use the appearance of the
face, but also the appearance of the head and shoulders. This use of context reduces
the number of false positives, i.e., the number of times that the method classifies a
part of the background as a face. In both Kruppa et al. (2003) and Bergboer et al.
(2004), the appearance of the context is also used to speed up detection. The method
first locates plausible object contexts on a coarse scale, and then verifies object pres-

2We note that there are also methods that apply a detector of an entire object at the interest points,
e.g., Mitri et al. (2005).
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ence on a finer scale.
The second type of method uses the global image appearance to facilitate ob-

ject detection. It uses a holistic representation of the image in order to determine
the probability distribution over the possible object locations3 (Torralba, 2003; Mur-
phy et al., 2006; Torralba et al., 2006). In Murphy et al. (2006) the global appearance
is used to determine a region of interest in the scene, in which objects are expected
to occur. Within this region, passive scanning is applied to perform the final object
detection.

We note that all of the above-mentioned contextual methods employ passive
scanning at some stage of the detection process: they do not use the information
contained in local samples to guide their scanning process.

Figure 6.2: Find the face in the image (2).

Active Scanning

We aim at more efficient object detection by employing an adaptive gaze control
model that actively scans the image: it uses local image samples to make gaze shifts
that should go towards likely object locations. In the active scanning process, it
should avoid regions unlikely to contain the object. At the final scanning location,
the model verifies object presence with a classifier. The goal of active scanning is

3The representation can also be used to determine the probability of object presence and the proba-
bility distribution over different object sizes.
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to save computational effort, while retaining as good a detection performance as
possible.

A lower computational effort is an advantage for object-detection tasks subject
to time constraints. We provide two examples of such tasks. The first example is
object detection on a miniature robotic platform (cf. Roberts et al., 2007). Miniature
robots have rather limited processing capabilities and energy, but need to react in
real time to their environment. The second example is object search in large image
databases. A computationally efficient object-detection method may make it possi-
ble to search objects in the images of the database and return found objects within
acceptable time limits.

Our object-detection method ACT-DETECT (see Section 6.3) is inspired by previ-
ous studies in active vision. Ballard (1991) suggested to use active scanning for ob-
ject detection. He discussed the manner in which a gaze control model could make
use of contextual cues (such as a table in view) to facilitate the detection of an object
(such as a mug). Rao et al. (1995), Rao et al. (1997), Young et al. (1998), Smeraldi et al.
(1999), and Minut and Mahadevan (2001) introduced methods to scan a visual scene
actively for detecting a specific object. These methods shift their gaze to the position
in their field of view that is most similar to the object. Schmidhuber (1990), Kato
and Floreano (2001), Marocco and Floreano (2002), and Floreano et al. (2004) in-
vestigated methods that scan an artificial image actively to find black geometrical
shapes (triangles or squares) on a white background, under various amounts of
noise. In more recent work, Vogel and Murphy (2007) presented a reinforcement
learning method that learns how to use large objects to detect smaller ones. Their
experiments involve simulated object detectors, which return probabilities of de-
tections on the basis of the ground truth labels in the images. The experimental
results show that a reinforcement learning method which plans its actions for mul-
tiple time steps outperforms methods with greedy action strategies. However, the
look-ahead scheme that they use is computationally expensive.

Our work is different from the studies mentioned above mainly in five ways.
First, ACT-DETECT focuses on searching for objects of an object class, while most
previous methods focus on searching for a specific object. Second, ACT-DETECT
exploits the context of an object, instead of only exploiting the appearance of the
object itself. Third, ACT-DETECT learns the relevance of different contextual cues
on the basis of the image data, and is not predefined to look for specific large ob-
jects. Fourth, we apply ACT-DETECT to challenging object-detection tasks involving
natural static images. Fifth, we compare the performance of ACT-DETECT with that
of standard object-detection methods in computer vision.

Chapter Outline

We investigate four questions that are of importance to the success of ACT-DETECT.
These questions are sub-questions of RQ 4.

RQ 4a: Do local image samples contain information on the locations of objects in the im-
age?

RQ 4b: How does the detection performance of ACT-DETECT compare to that of passive
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scanning methods?

RQ 4c: How does ACT-DETECT select sensible gaze shifts?

RQ 4d: How computationally efficient is ACT-DETECT compared to passive scanning
methods?

Our investigation starts with RQ 4a in order to verify whether active scanning is
possible. We attempt to answer RQ 4a by performing the information experiment
(Section 6.1). In this experiment, human subjects are instructed to find objects
in images through active scanning. After ascertaining that humans can exploit
the information contained in local image samples to search efficiently for objects
(Section 6.2), we turn to an artificial system of active scanning. Our active scan-
ning method ACT-DETECT is introduced in Section 6.3. An evolutionary algorithm
adapts ACT-DETECT to a face-detection task and to a car-detection task. These tasks
allow us to answer RQ 4b, 4c, and 4d. In Section 6.4, we explain the face-detection
task. Subsequently, in Section 6.5, ACT-DETECT’s performance is compared with
that of standard window-sliding methods (RQ 4b). Then, we analyse the solution
found by the evolutionary algorithm in Section 6.6 (RQ 4c). In the subsequent sec-
tions, we do the same for the car-detection task. The task is explained in Section 6.7,
the performance of ACT-DETECT is compared with that of a window-sliding method
in Section 6.8 (RQ 4b), and the solution is analysed in Section 6.9 (RQ 4c). Then,
we compare the computational effort of ACT-DETECT with that of window-sliding
methods in Section 6.10 (RQ 4d). We discuss our results in Section 6.11 and draw
our chapter conclusion in Section 6.12.

6.1 Setup Information Experiment

In the information experiment, we study RQ 4a: Do local image samples contain in-
formation on the locations of objects in the image? To answer RQ 4a, we conduct an
experiment with human subjects who have to find objects by actively scanning the
image on the basis of local image samples. In this section, we explain the experi-
mental setup for the information experiment. The next section contains the report
on the experiment and the analysis of the experimental results (Section 6.2).

In the information experiment, human subjects have to find cars in a subset
of images of the publicly available CBCL StreetScenes database4. The images in the
database are in colour, and we do not transform them to gray-scale. Since this thesis
is not printed in colour, the figures do not represent the experimental setting accu-
rately. The database contains images of different street scenes, with cars of various
sizes and viewpoints. The experiment involves 12 human subjects, all with nor-
mal or corrected to normal vision. Four of the subjects are female, eight of them are
male. All of them are Ph.D. students and in the age range of 23 to 30 years. For each
subject, the experiment consists of three phases: (1) looking at example images, (2)

4The set and annotations can be downloaded at http://cbcl.mit.edu/software-datasets/streetscenes/.
The experimental scripts (written in MATLAB c©) can be downloaded at
http://www.cs.unimaas.nl/g.decroon/download.php.
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practicing the detection task on five different training images, (3) performing the
detection task on twenty different test images.

In phase 1, the subject is shown five example images from the data set in order
to obtain an impression of the type of images that he will encounter during the
experiment.

In phase 2, the subject performs five training runs on different images. At the
start of each run, the subject is provided with a small square patch from the image.
This patch has a size of 128 × 128 pixels, and is taken at a random location in the
1280 × 960 image. Since we provide the pseudo-random number generator with a
fixed seed, all subjects encounter the same starting locations for the same images.
This allows us to compare the results between the different subjects. The left part of
Figure 6.3 shows the window presented to the subject. It consists of an image patch
in the centre that is surrounded by arrows. The subjects can shift their gaze over the
image by clicking on the arrows. Each arrow represents a small shift in the image,
of the size of the shown image patch. Hence, two arrows to the left result in a large
gaze shift to the left (twice the size of the image patch shown in the centre). The goal
is to find a car in the image in as few gaze shifts as possible. If a subject recognises
a part of a car in the image patch in the centre, he has to click on the centre patch. If
he has the idea that the image does not contain any car, he also has to click on the
centre patch, no matter what it looks like5. When a subject tries to perform a gaze
shift beyond the border of the image, the centre patch and the scanning location do
not change. The middle part of Figure 6.3 shows a typical run of one of the subjects:
the top row of the figure shows the centre patch and the bottom row shows what
the subject clicked on. The subject recognised a car part after performing four gaze
shifts. At the end of each run, the entire image is shown to the subject, with the
image patches (solid boxes), gaze shifts (arrows), and labelled cars (dashed boxes).
For the example run, this is illustrated in the right part of Figure 6.3. Most subjects
only need one or two training runs to understand the experiment.

Figure 6.3: Illustration of experimental setup for the information experiment. Left: window
shown to the subject. Middle: A typical run. The top row contains the image samples shown
to the subject, the bottom row shows on which arrows the subject clicked. Right: At the end
of a run, the entire image is shown to the subject.

5Note that if a subject clicks on a patch not containing any part of a car, we assume that he believes
no object is present in the image.
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In phase 3, the subjects perform twenty testing runs. Each testing run takes
place in a different image. During each run, we monitor the shifts made by the
subjects. This allows us to keep track of the number of shifts made per subject
per image. We also monitor whether the subjects correctly detect a car or correctly
indicate the absence of cars. Figure 6.4 shows all twenty test images.

Figure 6.4: The twenty test images for the information experiment.

6.2 Results Information Experiment

All subjects were able to detect the cars in the testing images with a small number
of image samples (≤ 5). Figure 6.5 shows a histogram of the number of samples
used by the subjects per image. The histogram is based on all runs of the subjects
on the entire testing set. The figure clearly shows that in most images, fewer than
five samples are sufficient to locate a car. This corresponds to less than 7% of the
entire image (each local image sample represents ≈ 1.33% of the image’s surface).
Most of the runs with more than ten samples are associated with the two images
in the test set that contain no car (image 4 and 13, see Figure 6.4). In these cases,
most subjects start an exhaustive search of the road. They abandon the search after
a certain number of samples, by clicking on the centre patch.

The recorded gaze trajectories suggest that the subjects are exploiting the in-
formation in the local samples to find short paths to likely car locations (see, for
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Figure 6.5: Histogram of the number of samples for all 12 subjects’ runs on the entire set of
testing images.

example, Figure 6.3). Therefore, we expect the success of the human subjects to be
caused by an intelligent gaze shift strategy.

However, there is a possibility that the success of the subjects may be more due
to their capacity of recognising car parts than their capacity of selecting intelligent
gaze shifts. To investigate this, we employed a model that perfectly recognises
car parts, but that determines gaze shifts in an unintelligent manner. Specifically,
we used a random gaze shift model. The model selects random gaze shifts, but is
provided with a car-part-detecting oracle. This oracle ends the run as soon as the
model is gazing at a car part, basing itself on the ground-truth labelling. If the
model is less successful than the human subjects, then the success of the human
subjects cannot be solely explained by the successful recognition of car parts. It is
then shown that the human subjects exploit the information in local image samples
to shift towards probable car locations.

For a fair comparison with the human subjects, we do not apply the random
gaze shift model to images without cars (4 and 13). In addition, for a fair compar-
ison of the variance between different runs with the human subjects, we apply the
random model 12 times to the testing set. The model encounters the same images
and associated starting locations as the human subjects did.

Figure 6.6 shows the average number of samples (and standard error of the
mean) per image, for both the human subjects (×) and the 12 applications of the
random gaze shift model with oracle (diamond). For image 20 the average number
of samples for the random model is 75 (outside of the figure’s scope). From the
results, we may make three observations.

First, the human subjects outperform the random model on 12 out of the 18 im-
ages with cars. For 7 out of the 12 cases the performance differences are significant.
To determine significance, we used a randomisation test with p < 0.05 (Cohen,
1995). The difference between human and random performance depends on the
image. On closer inspection we noticed that there are three factors that seem to be
important for this difference: (a) the proportion of the image covered by cars, (b)
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Figure 6.6: Average number of samples and standard error of the mean per image, for the
twelve human subjects (×) and the twelve applications of the random gaze shift model with
oracle (diamond).

the number of cars, and (c) the distance of the starting location to the closest car.
The random gaze shift model performs worse than the human subjects, when there
are (a) smaller and (b) fewer cars in the image, and (c) when the starting location is
further from the closest car. For example, the cars in image 3 (Figure 6.4) cover only
≈ 3.1% of the image, and the starting location is relatively far away from the closest
car (501 pixels). The small portion of the image covered by the cars, and the large
distance to the starting position, results in a bad performance of the random model.
In contrast, the human performance is not affected by these difficult conditions.

Second, the standard errors of the mean are larger for the random model. The
human subjects seem to exhibit little variance in the number of samples that they
need for detecting a car. This suggests that their gaze shift strategies are similar.

Third, we observe that the random model has a better average performance
than the human subjects on some of the images (6, 8, 14, and 15). This is caused by
the model’s oracle. For example, the first sample of image 15 shows the curb of a
street with a horizontal line in the upper part of the sample. Most subjects shift the
gaze upwards to verify whether the line is part of a car. The oracle does not need
this extra gaze shift.

In summary, the results of this experiment indicate that local samples contain
information on object locations in an image. In what follows, we verify whether it
is possible for an artificial gaze control model to exploit such information.
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6.3 ACT-DETECT

In this section, we introduce our active object-detection method, ACT-DETECT. As it
is an instantiation of ACT-FRAME, it extracts information from local image samples,
and uses this information to shift its gaze window towards an object location. The
main difference with the other gaze control models in the thesis is that ACT-DETECT
extracts its inputs at different image scales. The reason for this difference in extrac-
tion is that the information on an object’s location can be found at different image
scales. For example, in Figure 6.2 the information is both in coarse features such
as the sidewalk and in detailed features such as the feet of the person. Since the
information at different image scales has to be interpreted differently, we employ
different parameter values for gaze control at each of the s image scales (the choice
for s depends on the task).

Figure 6.7 illustrates a run of ACT-DETECT. The left part of Figure 6.7 shows that
ACT-DETECT starts at a random location at a coarse scale (in the figure, s = 3) in the
image pyramid. Per scale, ACT-DETECT makes a fixed number of gaze shifts t (solid
arrows). After these gaze shifts it proceeds to a more detailed scale (thick lines). In
this manner, it progressively refines its search for an object by making successive
gaze shifts further down the image’s scale space. Since ACT-DETECT only takes
local samples in each scale, we do not have to construct the entire scale space for
each image. The right part of Figure 6.7 illustrates for the most detailed scale how
the gaze control model takes a local image sample from the gaze window (box),
centred at the current gaze location (x). The model extracts visual features from
this sample and passes the feature values to the model’s controller, which maps the
features to a relative gaze shift in the image (solid arrow) to the new gaze location
(o). The final gaze location at the most detailed scale is considered a candidate
object location. We use a standard object detector to verify whether this location
actually contains an object. Below we explain our implementation choices for the
experiments in this chapter.

6.3.1 Number of Scales

On the basis of findings in an earlier study (de Croon and Postma, 2006), we employ
s = 2 scales in our experiments. ACT-DETECT uses different parameter values for
each scale, since it needs different visual features and behaviours at each scale.
To facilitate our discussion of ACT-DETECT at different scales, we refer to the gaze
control model with the parameters for the coarse scale as the coarse-scale model and
to the gaze control model with the parameters for the finer scale as the fine-scale
model. As mentioned above, the coarse-scale model starts at a random location in
the image. It has a gaze window size equal to one third of the image width. ACT-
DETECT makes t = 5 successive gaze shifts, and then it moves to the finer scale. The
fine-scale model starts at the final location of the coarse-scale model, and has a gaze
window of one fourth of the image width. It also performs t = 5 gaze shifts. Both
the coarse-scale model and the fine-scale model have a visual feature extraction
module and a controller module.
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Figure 6.7: Overview of ACT-DETECT. The pyramid on the left shows that ACT-DETECT
exploits visual features on s different scales by moving through the image’s scale space. It
performs a fixed number of gaze shifts per scale (solid arrows) and then moves down to the
next scale (thick lines). In this manner, it progressively refines its search for the object. For
this example s = 3. The right part of the figure illustrates the core concept of ACT-DETECT. It
extracts visual features from a local image sample (box) at the current gaze location (x). The
feature values are passed to the controller that determines a relative gaze shift in the image
(solid arrow) to the next gaze location (o).

6.3.2 Visual Feature Extraction

To facilitate comparison with existing window-sliding methods, we adopt features
that are often used by such methods: the integral features introduced in Viola and
Jones (2001). The main advantage of these features is that they can be extracted
with little computational effort, independent of their scale. After the preprocessing
(see Viola and Jones, 2001), it is not necessary to create a scale space explicitly.

We make the application of ACT-DETECT’s features more flexible than for ACT-
CLASS in Chapter 4. The top row of Figure 6.8 shows the types of features used in
the object-detection experiments. For each feature that serves as input to the con-
troller, we can select both the type and the corresponding area in the gaze window.
In contrast to the experiments in Chapter 4, we do not predefine the possible areas,
but allow any possible area within the gaze window.

The bottom row of Figure 6.8 shows an example feature. It is of type 1 and spans
a large part of the right half of the gaze window. The value of this feature is equal to
the mean gray-value of all pixels in area A minus the mean gray-value of all pixels
in area B. The example feature will respond to vertical contrasts in the image.

6.3.3 Controller

The controller accepts the n extracted features as input. It is a completely connected
multilayer feedforward neural network, with h = bn/2c hidden neurons and o = 2
the output neurons. Both the hidden and output neurons have a sigmoid activation
function: a(z) = tanh(z) = 1− 2

1+e2z . The two output neurons encode for the gaze
shift (∆x,∆y) in pixels as follows: ∆x = bdmax × out1c, ∆y = bdmax × out2c. The
constant dmax represents the maximal displacement in the image in pixels.
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Figure 6.8: Possible feature types (top part of the figure) and an example feature shown in
the gaze window (bottom part of the figure).

6.3.4 Object Detector

The verification whether the final gaze locations are located at object locations is
performed by a Support Vector Machine (SVM) (Osuna et al., 1997; Qi, Doermann,
and DeMenthon, 2001; Kim and Kittler, 2005)6.

To train the classifier, we gathered image samples at the final gaze locations in
the training set. The inputs to the classifier are also integral features (see Figure 6.8).
We used an evolutionary algorithm with the same settings as will be explained in
Subsection 6.3.6 to optimise the input features passed to the SVM.

We trained the SVM with the Sequential Minimal Optimisation algorithm (SMO-
algorithm) (Platt, 1999). The algorithm required us to make two main choices, re-
garding the value of the training parameter c and the type of kernel. The value of c
determines how well the decision boundary of the SVM fits the training set. It there-
fore represents a trade-off between a good fit on the training set and a good general-
isation to the test set. In our experiments c was set to 10. Furthermore, we decided
to use a non-linear Radial Basis Function kernel (RBF-kernel) with γ = 0.757.

6.3.5 Adaptable Model Parameters

The coarse-scale model and the fine-scale model of ACT-DETECT have two types
of adaptable model parameters: (1) the types and locations of the input features,
and (2) the neural network weights. The object detector applied at the final gaze
locations only has the first type of adaptable parameters.

6.3.6 Evolutionary Algorithm

We adapt ACT-DETECT to an object-detection task with a λ, µ-evolutionary algo-
rithm (Bäck, 1996). For evolution, the image set is divided into two parts: half of

6Note that we only used the first stage of a Viola and Jones classifier in previous studies (de Croon,
2007; de Croon and Postma, 2007). This simple linear classifier was trained on all locations in all training
images.

7We used a publicly available implementation of this algorithm, which can be downloaded at
http://theoval.sys.uea.ac.uk/ gcc/svm/toolbox/. For a more detailed explanation of the SVM and its
parameters, we refer the reader to Burges (1998) and Platt (1999).
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the images is used for evolution and half of the images for testing.
We first evolve the coarse-scale model parameters, starting from uniformly dis-

tributed locations. Since one run of ACT-DETECT can only lead to the detection of
one object, we always perform R = 10 runs per image. The coarse-scale model
is evolved to optimise recall, i.e., the proportion of objects present in the training
set that are detected by the ensemble of runs of ACT-DETECT. Then we evolve the
parameters of the fine-scale model, which always starts from the end locations of
the already evolved coarse-scale model. The fine-scale model is evolved to opti-
mise precision, i.e., the proportion of runs that ends up at an object location. For
the evolution of each model, the population size is λ = 100, and the best µ = 25
genomes are selected to create a next generation. Evolution continues for g = 300
generations.

The genome representing the search space of the evolutionary algorithm is a
vector of double values in the interval [−1, 1]. The first part of the genome en-
codes for the visual features of ACT-DETECT. Each feature is represented by five
values, one for the type and four for the two coordinates inside the gaze window.
The type of the feature is decoded as follows: type = [|gene1| × 8] + 1, where
[·] is the round-function. The left coordinate of the feature in the window is de-
coded as: left = min(|gene2|, |gene3|)× window width. The right coordinate is
then: right = max(|gene2|, |gene3|)× window width. We determine the top and
bottom coordinate in the same manner, but with gene4 and gene5.

The second part of the genome encodes for the neural network weights. Each
weight is directly represented by one value, which implies a weight range of [−1, 1].
The probability for a mutation in the genome is pmut = 0.04, and for one-point
crossover with another selected genome is pco = 0.5.

After the optimisation of the fine-scale model, we gather the image samples at
the final gaze locations in the training set to evolve the object detector. We use the
same training parameters for the evolution of the object detector as for the gaze
control models, but the genome only consists of double values encoding the vi-
sual features. The visual features of the object detector are evolved to optimise the
proportion of samples correctly classified.

6.4 Setup Face-detection Experiment

The face-detection experiment is described in Section 6.4, 6.5, and 6.6. In the experi-
ment, ACT-DETECT is adapted to a face-detection task. We explain the task in Sub-
section 6.4.1. In Section 6.5, the performance of ACT-DETECT is compared with that
of window-sliding methods. Then, in Section 6.6, we analyse the evolved gaze
strategy.

6.4.1 Face-detection Task

The face-detection task consists of detecting frontal faces in the publicly available
FGNET image set8. We chose this image set, since other researchers have applied

8The FGNET image set is available at (http://www-prima.inrialpes.fr/FGnet/).
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their methods to it and reported on the results. This allows us to compare our
results with those reported in the literature, mainly obtained with variations of the
(Viola and Jones, 2001) object detector.

The FGNET image set contains video sequences of a meeting room, recorded by
two different cameras. For our experiments we used the joint set of images from
both cameras (‘Cam1’ and ‘Cam2’) in the first scene (‘ScenA’). The set consists of
794 images of 720× 576 pixels, which are converted to gray-scale. Figure 6.9 shows
five example images from the set. We use the ground truth data that is available
online, in which only the faces with two visible eyes are labelled. For evolution,
the image set is divided into two parts: half of the images is used for testing and
half of the images for evolution. We perform a two-folded test to obtain our results,
running one evolution per fold.

Figure 6.9: Five example images from the FGNET image set.

For the face-detection task, we provide ACT-DETECT with n = 10 features. Fur-
thermore, the maximal displacement of the gaze window in pixels is dmax = 360
for the coarse-scale model and dmax = 240 for the fine-scale model. All the other
parameter settings have been discussed in Section 6.3.

6.5 Performance Face-detection Experiment

This section focuses on RQ 4b: How does the detection performance of ACT-DETECT
compare to that of passive scanning methods? To answer the question, we first show
that the evolutionary algorithm finds successful scanning strategies for the face-
detection task. Subsequently, the detection performance is compared with that of
standard window-sliding methods. Since active scanning implies avoiding image
regions in the detection process, we expect ACT-DETECT to perform slightly worse
than the window-sliding methods.

The evolutionary algorithm finds successful scanning strategies for the face-
detection task. Figure 6.10 shows ten independent runs of the best instance of ACT-
DETECT (first fold). The arrows represent the gaze shifts of the coarse-scale model
and the fine-scale model. At time step i = 0, all runs are initialised at random po-
sitions in the image. The coarse-scale model then makes five gaze shifts, followed
by another five gaze shifts of the fine-scale model. At the end of scanning (i = 10)
six out of ten runs have reached an object location. The local image samples at
the final gaze locations are classified by the trained SVM. Circles indicate positive
classifications, crosses negative classifications. The gaze shifts leading to a posi-
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tive classification are black, while gaze shifts leading to a negative classification are
gray. ACT-DETECT successfully detects both faces in the image.

Figure 6.10: Ten independent runs of ACT-DETECT on an image from the FGNET data set. See
the text for a detailed explanation.

To assess how well ACT-DETECT performs on the FGNET image set in compari-
son with standard window-sliding methods, we constructed an FROC-plot9. It plots
the recall against the average number of false positives per image. The goal of an
object-detection method is to achieve a high recall and a low number of false posi-
tives.

For object-detection methods that mainly rely on a binary classifier, an FROC-
plot can be constructed by varying the threshold of this classifier. Since both the
gaze shifts and the object classification are of importance to the performance of
ACT-DETECT, it is not evident how to construct an FROC-plot. Here we mention
three factors that are of influence. First, the active scanning approach itself rep-
resents a choice for computational efficiency at the possible cost of the number of
detections. The approach implies that parts of the image are avoided. Second, the
fitness function is of influence on the FROC-plot. For example, the fitness function
of the coarse-scale model puts an emphasis on recall, while the fitness function of
the fine-scale model does so on precision. Third, the number of independent runs
is positively related to the recall and false positive rate. A higher number of runs
results in more detections and false positives. We use the third factor to construct
the FROC-plot of ACT-DETECT, since it is the easiest factor to vary. In particular, R
is set to 1, 3, 5, 10, 20, and 30.

Figure 6.11 is an FROC-plot of our experimental results, averaged over both folds
(square markers, dotted line). In addition, the figure shows the results on the FGNET

9FROC stands for Free-response Receiver Operating Characteristic.
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Figure 6.11: FROC-plots of the different object-detection methods for the face-detection task.

image set of the detector by Cristinacce and Cootes (2003) (solid lines), of a Fröba
and Küllbeck (2002) detector (plus-markers) and a Viola and Jones (2001) detector
(circular markers). It also includes the results of two Viola and Jones detectors
trained on a separate image set and tested on the FGNET set (Kruppa et al., 2003)
(dashed lines). The first of these detectors attempts to detect face regions in the
image in the same manner as the detectors in Cristinacce and Cootes (2003) (circular
markers). The second of these detectors attempts to detect a face by including a
region around the face, including head and shoulders (cross-markers).

Figure 6.11 leads to the observation that ACT-DETECT has a better detection per-
formance than the window-sliding methods on the FGNET data set. This is surpris-
ing, since it avoids large image regions in the detection process. The second best
method is the one by Kruppa et al. (2003), which takes an object’s context into ac-
count. Detecting faces without considering context is difficult in the FGNET video-
sequence, because the appearance of a face can change considerably from image
to image (Cristinacce and Cootes, 2003). However, the context of a face (such as
head and shoulders) is rather fixed. This is why approaches that exploit this con-
text (Kruppa et al., 2003; Bergboer et al., 2004) have a more robust performance. The
active object-detection method exploits context even to a greater extent than the
methods studied in Bergboer et al. (2004) and Kruppa et al. (2003). However, ACT-
DETECT does not necessarily achieve a 100% recall, if we augment the number of
independent runs R or lower the threshold of the classifier.

It is interesting to note the difference between the Viola and Jones classifiers
used in Cristinacce and Cootes (2003) and in Kruppa et al. (2003). The difference
can be explained by at least three factors: a different training set, different settings
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of the training parameters for the Viola and Jones classifier, and different ground
truth data. In contrast to the ground truth data available online, Kruppa et al. (2003)
also labelled profile faces.

Disregarding small differences between the experiments, the results show that
ACT-DETECT performs at least as good as the window-sliding methods on the
FGNET face-detection task. In the next section, we analyse how ACT-DETECT
achieves this performance.

6.6 Analysis Face-detection Experiment
In this section we investigate RQ 4c: How does ACT-DETECT select sensible gaze shifts?
This question is of importance, since it may help us understand the strengths and
weaknesses of ACT-DETECT. To answer the question we analyse the best evolved
instance of ACT-DETECT on the first fold. Our main focus in the analysis is on the
coarse-scale model. We first study its evolved visual features and then its mapping
from visual inputs to gaze shifts in the image. The study shows that ACT-DETECT’s
visual features capture contextual cues, which are exploited by its gaze shifts. Sub-
sequently, we report on the analysis of the fine-scale model and its differences with
the coarse-scale model. Then, the main findings of the analysis are summarised.

6.6.1 Visual Features

The evolved visual features capture properties of the object and its context. Figure
6.12 shows the n = 10 evolved input features. The features are projected on an
image from the training set. They are shown at their locations and with their sizes
within the gaze window (white box). The white cross indicates the centre of the
gaze window. In order to interpret the evolved features, we extract them at all
possible gaze locations within the image and store their values. We scale these
values to obtain feature responses in the interval [0, 1]. Figure 6.13 shows a (darkened)
image in the background and the feature responses on all possible gaze locations
on the foreground. There are no feature responses in the border of the image, since
the gaze window cannot go over the border of the image. High intensity regions
mark high responses, low intensity regions low responses.

Contextual and Object Features

Figure 6.12 and 6.13 illustrate that the model uses contextual features to find the
object. Let us take feature 8 as an example. This feature represents vertical contrasts
to the top right of the current gaze location (Figure 6.12). We can see in Figure 6.13
that this feature has a high response when the gaze location is on the right part
of a person’s body. This can be used by ACT-DETECT to locate the face10. Besides
contextual features, ACT-DETECT also exploits features that seem to be more object-
related. A telling example is feature 9, a centre-surround feature located to the

10Other examples of contextual features are feature 4, which has a high response when ACT-DETECT
is right of a person’s body, and feature 7, which has a higher response on the wall than further down in
the image where the persons are seated.
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Feature 1 Feature 2 Feature 3 Feature 4 Feature 5

Feature 6 Feature 7 Feature 8 Feature 9 Feature 10

Figure 6.12: The ten evolved features for the face-detection task, shown within the gaze
window (white box) of the coarse-scale model. The white cross indicates the centre of the
gaze window.

Response feature 1 Response feature 2 Response feature 3 Response feature 4

Response feature 5 Response feature 6 Response feature 7 Response feature 8

Response feature 9 Response feature 10 Original image

Figure 6.13: Responses of the ten features shown in Figure 6.12 in different parts of the image.
The evolved features have been extracted at all possible gaze locations in an image (labelled
‘original image’). Per feature, we show a darkened version of the image as the background,
and the feature responses on the foreground. The feature responses are scaled to [0,1], and
represented with gray-values. High intensity represents a high response, low intensity a low
response. We show the response at the gaze location, i.e., the centre of the gaze window
when the feature was extracted.
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bottom left of the gaze location. It has a very low response if the gaze window is
situated above and to the right of a head (see Figure 6.13).

Information in the Visual Inputs

To show that the evolved visual features carry information on the position of an
object, we determined the relation between clusters of visual inputs on the one
hand, and the horizontal and vertical displacement to an object on the other hand.
Therefore, we gathered local input samples by extracting the evolved features at
30 random gaze locations for each image in a set of 145 training images (leading
to 4,350 input samples), and storing the relative distance from the gaze location to
the closest object. The samples were clustered with k-means clustering, for k =
〈2, 3, 4, . . . , 15〉. Then, every sample was mapped to the nearest cluster centroid
and the relative distances for all the samples belonging to a cluster were stored.
This allowed us to determine the mutual information I between the clusters C and
the horizontal displacement ∆X and the vertical displacement ∆Y to the closest
target: I(C; ∆X) and I(C;∆Y ). This mutual information is expressed in bits11. To
calculate the mutual information between these variables, we binned the values of
∆X and ∆Y with 10 evenly spaced bins, ranging from their minimum value to
their maximum value.
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Figure 6.14: The relation between the number of clusters and the mutual information of the
clustering with the horizontal distance (∆X , solid line) and vertical distance (∆Y , dashed
line) to the closest object. The mutual information is expressed in bits.

Figure 6.14 shows the calculated mutual information for different numbers of
clusters. The figure leads to two observations. First, the inputs seem to have more
information on the vertical distance than on the horizontal distance to the closest
target (I(C;∆Y ) > I(C;∆X)). It is probable that the environment is more struc-
tured vertically than horizontally because of gravity. Second, the information of the
clustering on ∆X and ∆Y grows with an increasing number of clusters. There are
two main reasons why ACT-DETECT will not select the largest possible number of
clusters, i.e., storing each sample with its displacement. First, an increasing refine-
ment of the input space decreases generalisation. Second, the controller may not be
capable of interpreting the input space at a very fine level. The limited neural net-

11Note that I(A; B) = H(A)−H(A | B), where H is the Shannon entropy (Shannon, 1948).
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work controller we use for the experiments is surely not able to store and retrieve
all separate samples.

Spatial Distribution Relative to Closest Object

We can visualise the relative spatial distribution of each cluster’s inputs with re-
spect to the closest object. Figure 6.15 shows these spatial distributions for k = 6
clusters (the order of the clusters is irrelevant). We represent the closest object with
a white cross in the centre of every inset, and high intensity regions indicate regions
where the input cluster has a high probability of occurring (low intensity regions
indicate the opposite). The figure shows that the clusters of inputs have different
relative spatial distributions.

Cluster 1 Cluster 2 Cluster 3

Cluster 4 Cluster 5 Cluster 6

Figure 6.15: Spatial distribution of six visual input clusters relative to the closest object. High
occurrence is represented with high intensity, low occurrence with low intensity. The loca-
tion of the closest object is shown with a white cross. The arrows originate at the median of
all locations in the cluster, and represent the actions taken by ACT-DETECT if it receives the
cluster centroid as visual input.

6.6.2 Gaze Shifts

Knowing that the visual inputs contain information on the displacements to the
object locations, we now turn to ACT-DETECT’s mapping from its visual inputs to
its gaze shifts. The analysis of this mapping will help us answer RQ 4c. Below,
we first show that ACT-DETECT reacts to the visual input’s relation to the closest
object. Then we measure the influence of the individual features on ACT-DETECT’s
gaze shifts. Finally, it is analysed to which extent the actions of ACT-DETECT are
determined by the prior distribution of object locations.

Shift to Closest Object

Figure 6.15 shows that ACT-DETECT exploits the relative spatial distributions of the
visual inputs, while taking into account the entire chain of inputs and gaze shifts.
The arrows in the figure represent the direction and size of the gaze shifts taken by
ACT-DETECT when it is provided with the cluster centroids as inputs. The arrows



114 Gaze Control for Object Detection

originate from the median relative position of the corresponding cluster of sensory
inputs. Clearly, the actions depend on the relative spatial distributions of the sen-
sory input clusters. However, ACT-DETECT does not seem to apply a greedy action
policy: the ideal greedy action would shift the gaze from any position directly to
the object position. For some clusters, the gaze shifts deviate from the ideal greedy
action. The most remarkable deviation is that of cluster 1 for which ACT-DETECT
makes a large gaze shift to the top left. This shift seems to make sense in the context
of the rest of ACT-DETECT’s behaviour: for the clusters above the object locations
it always goes slightly more to the right. The left part of Figure 6.16 clarifies how
this helps the coarse-scale model to find faces in an image. The arrows in the figure
represent ACT-DETECT’s gaze shifts at a 10 × 10 grid in the image. Generally, ACT-
DETECT makes large movements to the top left for visual inputs that occur below
the faces and small movements to the bottom right for those that occur above the
faces. This behaviour attempts to bring ACT-DETECT close to a face, where it gets
caught into a local attractor.

Figure 6.16: Actions taken by the coarse-scale model on a 10× 10 grid in the image.

Influence of Individual Features

To determine its gaze shifts, ACT-DETECT takes into account the amount of infor-
mation contained in the individual features. We can show this by determining the
mutual information I between the values of each feature (Fi) and the horizontal
and vertical displacement to the closest object (∆X and ∆Y ). This information
can then be compared with the mutual information between the feature’s values
and ACT-DETECT’s actions A, subdivided into the horizontal and vertical part of
the gaze shift, A∆x and A∆y. We calculated I(Fi;∆X), I(Fi;∆Y ), I(Fi;A∆x), and
I(Fi; A∆y), where i is the number of the feature. To calculate the mutual informa-
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tion for a feature i, a joint probability distribution was made of the feature’s values
Fi and the relevant second variable. We binned the variables with 10 evenly spaced
bins, ranging from their minimum to their maximum value.

Table 6.1 shows the calculated information for all features. Between the features
there are differences in the amount of information and in whether they give infor-
mation on horizontal or vertical displacements. The table shows that in general
features with more information on the displacement also have more information
on the gaze shift selected by ACT-DETECT. We note that the amount of informa-
tion in the features depends on the uniform sampling. Although the start locations
are uniformly distributed, the evolutionary algorithm optimises the features for the
entire gaze trajectory towards an object location. Therefore, features with a low in-
formation at uniformly sampled locations can be more informative if we sample
closer to the objects. This is the case for feature 4. In addition, features that have
a low information individually may have a high information when combined with
other features within ACT-DETECT’s controller.

Table 6.1: Mutual information between the evolved features Fi, i ∈ {1, 2, 3, ..., 10} and the
horizontal displacement to the closest object ∆X , the vertical displacement ∆Y , the hori-
zontal part of the gaze shift A∆X , and the vertical part A∆Y .

I(Fi;∆X) I(Fi;∆Y ) I(Fi;A∆X) I(Fi; A∆Y )
i = 1 0.07 0.27 0.28 0.53
i = 2 0.10 0.05 0.10 0.09
i = 3 0.03 0.29 0.13 0.28
i = 4 0.05 0.02 0.03 0.04
i = 5 0.03 0.39 0.27 0.63
i = 6 0.07 0.14 0.24 0.22
i = 7 0.07 0.38 0.41 0.52
i = 8 0.14 0.11 0.24 0.23
i = 9 0.03 0.09 0.07 0.06
i = 10 0.06 0.32 0.27 0.27

Influence of Prior Object Distribution

The evidence above shows that ACT-DETECT uses the information in the visual fea-
tures to determine its gaze shifts. However, one can wonder to what extent ACT-
DETECT uses the prior distribution of object locations in the images. We refer to this
prior distribution as the location prior. Some object-detection methods using con-
text (such as Torralba, 2003; Wolf and Bileschi, 2006) make more use of the location
prior than others (e.g., Perko and Leonardis, 2007). It depends on the application
whether it is desirable to exploit the location prior or not.

Below, we show that ACT-DETECT in its current setup only makes modest use
of the location prior and that it is possible to remove the influence of the location
prior on the training of ACT-DETECT.

There are two main reasons why ACT-DETECT only makes modest use of the
location prior. First, ACT-DETECT only receives extracted visual features and does
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not employ any proprioception with information on its x, y-position in the visual
scene. It can therefore only exploit the location prior indirectly. Second, we should
make a difference between the prior distribution of object locations (the location
prior), and the prior distribution of relative displacements to the closest object (the
relative prior). ACT-DETECT is only sensitive to the relative prior. Although a data set
may have a strong location prior, the uniform starting positions of the coarse-scale
model often result in a weaker relative prior.

We can illustrate this with the FGNET image set. The location prior of the face-
detection task is shown in the left part of Figure 6.17. Crosses indicate the labelled
faces in the image set, in image coordinates. The FGNET data set has a strong lo-
cation prior, i.e., the prior distribution of object locations in the data set is biased
towards a small subset of all possible image locations. However, ACT-DETECT is set
to uniformly distributed random positions at the start of each run. Therefore, it has
a roughly equal probability of starting above or below and left or right of the object.
We can measure the relative prior in ACT-DETECT’s starting position by sampling
uniformly in the image and storing the relative displacement to the closest object.
For the FGNET data set the median horizontal and vertical displacement for uni-
form sampling are (∆x, ∆y) = (2.5, 39.0) in pixels. This implies that in the absence
of information in the visual inputs, the best action is to move up and slightly to
the right12. We note that many of the actions in Figure 6.16 point into different di-
rections; the influence of the relative prior does not seem dominant for the action
strategy of ACT-DETECT on the face-detection task.

0 100 200 300 400 500 600 700
0

100

200

300

400

500

X (pixels)

Y
 (

p
ix

el
s)

Figure 6.17: Left: Prior distribution of face locations in the FGNET image set. Crosses show
the locations of the labelled faces in the data set in image coordinates. Right: Illustration of
how to sample to reduce the influence of the prior. We sample inside the dotted circle for
the left face, and inside the dashed circle for the right face. The lines indicate which image
border is closest to the centre of the face.

Moreover, the relative prior does not prevent ACT-DETECT from detecting ob-
jects at unusual locations. Figure 6.18 shows the application of ACT-DETECT to im-
ages with unusual object locations. We use black arrows for gaze shifts that lead to
a classification as object (indicated by a circle), and gray arrows for gaze shifts that

12Actually, the best action depends on the error measure used to define ‘best’. We focus on the median,
since it represents the centres of the spatial distribution clusters well (see Figure 6.15).
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lead to a classification as a non-object (indicated by a cross). The left image comes
from the FGNET set. ACT-DETECT finds the face of a standing person. Two out of ten
runs in the image successfully localise the face, resulting in one detection. The face
is not labelled, since the eyes are not visible from the camera viewpoint13. The right
image is taken in our office in Maastricht. The image has a similar appearance to
the images in the FGNET data set, due to the similarity in structure and appearance
of different offices. Two out of ten runs in the image successfully localise the face,
resulting in one detection. The figure shows that the relative prior does not prevent
ACT-DETECT from finding a face of which the position is different from FGNET’s
location prior.

If desired, one can eliminate the relative prior by changing the sampling of
starting locations. Such a sampling strategy is illustrated in Figure 6.17. The fig-
ure shows that each object has an associated sampling circle that goes through the
closest border of the image. We sample within this circle to remove the relative
prior. Any shape that is symmetrical around both the x-axis and y-axis when
centered on (0, 0) will remove the relative prior. When sampling within such a
shape the median relative displacement is (0, 0), since ∀∆x : p(∆x) = p(−∆x)
and ∀∆y : p(∆y) = p(−∆y). In addition, a circle equalises the probability for all
different directions. Whereas uniform sampling leads to a median displacement
of (∆x,∆y) = (2.5, 39.0), the proposed circular sampling leads to a median dis-
placement of (∆x, ∆y) = (5.0, 4.5), which shows that it almost removes the relative
prior. The median displacement is not (0, 0), because of the digital nature of an im-
age, the finite number of samples, and the light bias introduced by the intersection
of multiple sampling circles.

100 200 300 400 500 600 700

550 

500

450

400

350

300

250

200

150

100

50

100 200 300 400 500 600 700

550 

500

450

400

350

300

250

200

150

100

50

Figure 6.18: Application of ACT-DETECT to images with unusual object locations. We use
black arrows for gaze shifts that lead to a classification as object (indicated by a circle), and
gray arrows for gaze shifts that lead to a classification as a non-object (indicated by a cross).
Left: Image from the FGNET set, in which ACT-DETECT finds the face of a standing person.
Right: Image taken in our office in Maastricht.

13We remark that since the face is not labelled, the detection is counted as a false detection (see Sec-
tion 6.5).
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6.6.3 Fine-scale Model

Until now, we have focused on the coarse-scale model. The fine-scale model is
evolved for initial gaze locations that are closer to the objects. It exploits object
context at a finer scale. The fine-scale model is primarily tuned to properties of the
object itself and is useful for determining the exact location of the nearest object.
Figure 6.19 shows the actions of the fine-scale model on a grid of 20 × 20 in the
image.

Figure 6.19: Actions taken by the fine-scale model on a 20× 20 grid in the image.

From this figure it is clear that ACT-DETECT can approach objects on a finer
scale, but that it works best for locations close to the objects. It also leads to the
observation that the fine-scale model generally moves slightly up. This may be an
indication that the coarse-scale model has a tendency to end up slightly below the
faces in the image. Since the fine-scale model is evolved for starting its gaze be-
haviour at the final positions of the coarse-scale model, it compensates for possible
small deviations between these positions and the object locations.

6.6.4 Main Findings of the Analysis

To summarise, the analysis has led to the following four main findings. First, the
visual features have been evolved to capture visual properties of the object and
its visual context. The feature values contain information on the displacement of
the current location to likely object locations. Second, ACT-DETECT maps its visual
features to gaze shifts that approach objects in the visual scene. The gaze shifts
are partially driven by the information on the location of the closest object, and
partially by a non-greedy behaviour that is successful after performing all gaze
shifts. Third, the gaze behaviour of ACT-DETECT is quite unsensitive to the prior
distribution of object locations in the images (the location prior). Its gaze behaviour
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only depends on the prior distribution of relative displacements to the objects in
the images (the relative prior). Fourth, the fine-scale model is effective at locations
closer to the objects. It compensates for small deviations of the coarse-scale model.

6.7 Setup Car-detection Experiment

The car-detection experiment is described in Section 6.7, 6.8, and 6.9. In the experi-
ment, ACT-DETECT is adapted to a car-detection task. In this section, we explain the
task and the window-sliding method with which ACT-DETECT is compared. Then,
in Section 6.8, the results of the comparison are shown. Subsequently, in Section 6.9
we briefly report on the analysis of the car-detection experiment.

6.7.1 Car-detection Task

The car-detection task concerns the detection of cars from different distances and
viewing angles in outdoor images. For the car-detection task, we use the CBCL
StreetScenes image set explained in Section 6.1. As mentioned, it contains images of
different street scenes, with cars of various sizes. Figure 6.20 shows some example
images. We use all 3,546 images in the database and convert them to gray-scale. In
our experiment, the order of the images in the image set is first randomised and
then one half of the image set is used for training and the other half for testing.

For the car-detection task, ACT-DETECT is provided with n = 30 features. Fur-
thermore, the maximal displacement of the gaze window in pixels is dmax = 640
for the coarse-scale model and dmax = 426 for the fine-scale model. All the other
parameter settings are the same as for the face-detection task.

Figure 6.20: Five example images from the CBCL StreetScenes database.

The CBCL image set has been used for object detection in Wolf and Bileschi
(2006). However, we cannot compare our detection results with those reported
in that article. The reason is that the false positives in Wolf and Bileschi (2006) are
expressed as false positive rates, i.e., the proportion of background samples that
are classified as object. Since it is not clear how many background samples their
method had to consider in an image, we cannot determine the corresponding num-
ber of false positives per image. For example, a false positive rate of 0.01 could
lead to an average of one false positive per image (in case of 100 samples), but also
to an average of 100 false positives (in case of 10, 000 samples). Where one false
positive may be a rather good performance, 100 false positives is definitely a bad
performance.
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Since we cannot use results from the literature, we trained a (Viola and Jones,
2001) object detector for the car-detection task ourselves.

6.7.2 Viola and Jones Object Detector

In order to facilitate reproduction of our results, we employed the openCV-
implementation of the Viola and Jones detector, which is freely available on the
web14. We made two important choices for the training of the detector. First, we
allowed the detector to use all integral features present in the openCV library. This
means that in addition to the features in Figure 6.8, the detector had access to the
diagonal integral features introduced in Lienhart and Maydt (2002). Second, we de-
cided on a size of width×height = 35×20 pixels for the base sample size. This size
was based on the ratio between widths and heights of objects in the training set.
We used the standard settings of openCV, since preliminary experiments showed
that these gave the best results.

6.8 Performance Car-detection Experiment

The evolutionary algorithm also finds successful scanning strategies for the car-
detection task. Figure 6.21 shows ten independent runs of the best instance of ACT-
DETECT on an example test image. At the end of scanning (i = 10) three out of ten
runs have reached an object location. This results in the detection of two out of four
labelled cars (a recall of 50%).

Figure 6.21: Ten independent runs of ACT-DETECT on an image of the StreetScenes data set.

The performance of ACT-DETECT is compared with that of the openCV imple-
mentation of the Viola and Jones detector. Figure 6.22 shows the FROC-plots for
ACT-DETECT (dotted line, square markers) and the Viola and Jones detector (solid

14OpenCV can be downloaded at http://www.opencv.org/
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line, circles). The results on the car-detection task conform to our expectations: the
window-sliding method has a better detection performance than ACT-DETECT on
the car-detection task for an average number of false positives smaller than four.
In the next section, we analyse why this result is different from the face-detection
task.
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Figure 6.22: FROC-plots of ACT-DETECT (dotted line, square markers) and the openCV im-
plementation of a Viola and Jones detector (solid line, circles).

6.9 Analysis Car-detection Experiment

The analysis of the car-detection experiment is similar to that in Section 6.6. The
interested reader can find the entire analysis in Appendix B. In this section, we
focus on the difference between the analysis of the car-detection experiment and
the face-detection experiment that may explain the difference in the results.

The analysis of the car-detection experiment shows one important difference
with the face-detection task: the visual features in the car-detection task capture
less information on object locations than the visual features in the face-detection
task.

As in Section 6.6, we measured the information contained in clusters of visual
inputs on the location of the closest object. We gathered 30 samples for 132 training
images by uniformly sampling in the image (resulting in 3, 960 samples). These
inputs were clustered with k-means clustering for k = 〈2, 3, 4, . . . , 15〉. Figure 6.23
shows the relation between the number of clusters and mutual information with
the horizontal and vertical displacement (∆X, ∆Y ) to the closest object.

We observe that the amount of information in the visual inputs is smaller than
for the face-detection task (see Figure 6.14). This may have two possible causes: (1)
the visual scene in the car-detection task does not contain sufficient information to
locate cars as reliably as in the face-detection task, and (2) the visual features cap-
ture less information in the car-detection task than in the face-detection task. The
first cause is improbable, since human subjects are able to exploit the information in
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Figure 6.23: The relation between the number of clusters and the mutual information of the
clustering with the horizontal distance (∆X , solid line) and vertical distance (∆Y , dashed
line) to the closest object. The mutual information is expressed in bits.

local image samples from the car images to reach object locations (see Section 6.1).
The second cause is probable, because the backgrounds in the car-detection exper-
iment have a much larger variation than those in the face-detection experiment. In
the case of the car-detection experiment, the visual feature extraction may be too
limited to capture sufficient information for outperforming window-sliding meth-
ods. Since the information increases with the number of clusters, we cannot rule
out that there is a third cause: that the controller is not able to refine the visual
input space sufficiently. This may be the case, since the small feedforward neural
network used in our experiments is rather limited.

When the detection performance of ACT-DETECT is lower than that of passive
scanning methods, the question becomes whether the loss in detection performance
is compensated by a sufficient gain in computational efficiency.

6.10 Computational Efficiency

In this section, we focus on RQ 4d: How computationally efficient is ACT-DETECT
compared to passive scanning methods? To answer this question, we make a general
comparison of the computational effort of ACT-DETECT and that of window-sliding
methods. This comparison is facilitated by the fact that both ACT-DETECT and the
window-sliding methods extract features from a local input window. The compu-
tational costs C of a window-sliding method (WS) and of ACT-DETECT (AD) can be
expressed as follows.

CWS = GHGV(FWS + Cl) + P (6.1)

CAD = R(S × T )(FAD + Ct) + R(FWS + Cl) + P (6.2)

The variables GH and GV are the number of horizontal and vertical grid points,
respectively. Furthermore, FWS is the number of operations necessary for feature
extraction in the window-sliding approach, Cl stands for the classifier, and P for
preprocessing. For ACT-DETECT, R is the number of independent runs, S the num-
ber of scales, and T the number of local samples extracted per scale. FAD is the
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number of operations necessary for feature extraction, and Ct for the controller
that maps the features to gaze shifts. The cost of ACT-DETECT includes R(FWS +Cl),
since object presence is verified at the final scanning position.

Below, we explain why ACT-DETECT is computationally more efficient than the
window-sliding method. The main reason for this is that ACT-DETECT extracts far
fewer local samples, i.e., (R(S × T ) + R) ¿ GHGV, while its feature extraction and
controller do not take much more computational effort than the feature extraction
and classifier of the window-sliding method. For example, in the FGNET-task a
window-sliding method that verifies object presence at every point of a grid with
a step size of two pixels will extract 335 × 248 = 83, 080 local samples (based on
the image size, the average face size of 50 × 80 pixels, and the largest step size
mentioned in Viola and Jones (2001)). In contrast, with R = 20, S = 2, and T = 5,
ACT-DETECT extracts R(S × T + 1) = 20 × 11 = 220 local samples. Under these
conditions, the window-sliding method extracts 83, 080/220 ≈ 378 times more local
samples than ACT-DETECT15.

For the experiments in this chapter, we have used integral features. These fea-
tures are mainly popular because of their fast computation times. Such fast com-
putation times are a necessary property for features used by a window-sliding
method, since so many of them have to be extracted during the detection process.
In contrast, the sparse sampling of ACT-DETECT opens the doors to other, more
costly, input features. These features may better capture the relevant information,
and therefore may improve ACT-DETECT’s performance.

6.11 Discussion

In this section, we address six challenging questions about ACT-DETECT that a scep-
tical reader might ask us. These questions concern our implementation choices and
the properties and limits of the current active scanning method.

(1) Why did you not use a greedy supervised training algorithm? We have attempted
this approach. We made training pairs consisting of both an input feature vector
and a target shift to the closest object. Then a greedy supervised training algorithm
learned the best possible mapping from input features to scanning vectors. The
main disadvantage is that all runs of the model will then shift to the most probable
object location in the image. Therefore, the method will be more tuned to precision
than to recall.

We have chosen for an evolutionary algorithm, because it can incorporate recall
directly in the fitness function and it permits the training of an ensemble of runs.
For the same reasons, one could also use a reinforcement learning approach as in
Jodogne and Piater (2007)16.

The disadvantage of using an evolutionary algorithm instead of greedy training
is the duration of optimisation: our experiments with evolutionary algorithms take

15Note that we did not take object detection at different scales into account for the window-sliding
method. The number of scales at which an object can occur would imply a new multiplication factor for
the computational costs, which is disadvantageous for the window-sliding method.

16See also our motivation for our choice of evolutionary algorithms in Section 3.4.
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a few days, where greedy experiments only take half an hour. However, note that
training a Viola and Jones classifier is also time-intensive (in our experience it takes
more time than our evolutionary algorithms).

(2) How did you determine your parameter values? The experiments we performed
in this chapter involve a large number of model and training parameters (the num-
ber of scales s, the number of time steps per scale t, the number of instances during
evolution λ, etc.). An exhaustive search through these parameters is infeasible be-
cause of time-constraints. Therefore, we have made educated guesses in setting
most of these parameter values, but cannot guarantee that these settings are opti-
mal.

(3) What happens if the number of objects exceeds the number of independent runs of
ACT-DETECT? We always employ a fixed number of runs for each image. Therefore,
if R = 10 runs are performed, ACT-DETECT can only detect 10 objects. There are
possibilities to remove this limitation of ACT-DETECT. An elegant solution would
be to train a model to detect all objects in one run. However, one could also make
additional runs if the number of detections is high. We did not worry much about
this limitation of ACT-DETECT, since it does not have its use in problems where we
expect a large number of objects. For example, we deem passive scanning methods
more suitable for face detection in group pictures.

(4) Can you detect objects at surprising locations? One can interpret a ‘surprising
object location’ in two ways: as an object at an unusual image-coordinate and as an
object occurring in an unusual context. ACT-DETECT can detect objects at unusual
image coordinates, if its dependence on the prior distribution is not too big (see
Subsection 6.6.2). ACT-DETECT can in some cases also cope with unusual appear-
ances of object context, since it is partly driven by object-specific features. In any
case, ACT-DETECT will detect fewer objects at surprising locations than window-
sliding methods. The opposite side of the coin is that window-sliding methods will
have more often false positives in unusual places (such as in trees, cf. Bergboer et al.,
2004).

(5) Are varying backgrounds a fundamental problem for active scanning methods? We
do not think that the variation of the background in itself is a fundamental problem
for active scanning methods. For example, the human subjects in Section 6.1 were
able to find cars on the basis of local image samples from a data set with very
different backgrounds. The fundamental limit of active scanning depends on the
amount of structure in an object’s context, and not on how constant it is. If there is
such a structure, then its exploitation depends on the visual feature extraction and
the controller.

(6) Does the method work on any kind of object-detection task? In principle it can
work on any kind of object-detection task. In the worst case there would be no
structure in the object’s context. Then, the scanning could still be based on the
detection of object parts. Clearly, ACT-DETECT works better for some objects and
their environments than for others. For example, we believe that it will be well-
suited for a miniature robot, which operates within a certain niche and has a fairly
stable viewpoint. In contrast, the current implementation of ACT-DETECT may be
less suited for finding objects in random images on the web.
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6.12 Chapter Conclusion

In this chapter, we introduced a novel method for object detection in natural static
images. In contrast to existing object-detection methods, it employs active scanning:
it uses local image samples to guide the scanning process to object locations in the
image. We answered four sub-questions of RQ 4 that are crucial to the success of a
gaze control model for object detection.

RQ 4a: Do local image samples contain information on the locations of objects in the im-
age? Yes, the experiment in Section 6.1 shows that human subjects are able to
map small local image samples to gaze shifts leading towards object locations.

RQ 4b: How does the detection performance of ACT-DETECT compare to that of passive
scanning methods? Our instantiation of an active scanning method, ACT-
DETECT, outperforms window-sliding methods on the publicly available
FGNET image set, but is outperformed by the openCV implementation of a
Viola and Jones detector on the car-detection task. The determining factor
for the performance of ACT-DETECT seems to be the variation in the back-
ground. Where window-sliding methods are sensitive to large changes of the
object appearance, ACT-DETECT seems more sensitive to large changes of the
background; ACT-DETECT (with its current feature extraction and controller)
performs better on detection tasks with a lower variation in the background.

RQ 4c: How does ACT-DETECT select sensible gaze shifts? The evolutionary algorithm
selects visual features that capture both coarse and detailed contextual fea-
tures of the objects. ACT-DETECT exploits the information in its visual inputs
on the relative positions of objects in the image. However, it does not show a
greedy behaviour: it does not always shift its gaze to the most probable loca-
tion of the closest object. Instead, it shows a non-greedy behaviour that is op-
timised for the performance reached after multiple gaze shifts. ACT-DETECT’s
behaviour seems to depend only marginally on the prior distribution of object
locations in a data set.

RQ 4d: How computationally efficient is ACT-DETECT compared to passive scanning
methods? ACT-DETECT takes many fewer local samples than a window-sliding
method. If the feature extraction represents the main computational cost, ac-
tive scanning can reduce computational costs in the order of a few hundred
times.

On the basis of the answers to the sub-questions, we may answer RQ 4 (Can an
adaptive gaze control model perform on a par with state-of-the-art computer vision mod-
els on the task of object detection?) with a ‘yes’. The idea behind active scanning is
to trade generality and a limited amount of detection performance against compu-
tational efficiency. From the experimental results we may conclude that an active
scanning method can be a successful and computationally efficient object-detection
method.

The success of ACT-DETECT depends on whether there is a structure in the ob-
ject’s context (as is the case in Figure 6.2), and whether ACT-DETECT’s features and
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controller allow it to exploit this structure. As mentioned, the current implemen-
tation of ACT-DETECT performs better when the variation in the context is limited.
We end our chapter by providing an example application for ACT-DETECT and by
indicating directions of future research.

Example Application

An example of a task with limited variation in the context is the licence plate de-
tection task studied in de Croon and Postma (2006). It involves a data set provided
by Prime Vision B.V.17. This company develops licence plate detection applications
for speed control. The high number of cars passing by on the highway constrains
the computational resources for detecting and reading licence plates in the images.
The data set used in the experiments consisted of 2930 labelled gray-scale images
containing photos of cars, motor bikes, and trucks on the highway. All photos had
been taken from a fixed angle with respect to the highway, but under different light-
ing conditions. For more details on the experimental setup, we refer to de Croon
and Postma (2006). On the data set described, ACT-DETECT achieved a recall of
91.75% with a low false positive rate (on average 0.0825 per image). This perfor-
mance equals that of a window-sliding method that was applied to the same set
(Boom, 2005). Since the OCR-algorithms of Prime Vision B.V. can perform an ex-
tremely reliable validation of candidate object locations, ACT-DETECT cannot only
reduce computation time but also increase performance. Namely, ACT-DETECT can
quickly find the licence plates in the ‘easy’ images, while other methods can spend
more time than before on the remaining ‘difficult’ images. In this manner, employ-
ing ACT-DETECT also leads to a better detection performance.

Directions of Future Research

There are many directions for future research. However, we are particularly inter-
ested in two of them.

As a first direction of future research, we want to improve ACT-DETECT so that
it is better able to cope with varying backgrounds. We want to investigate more
expressive (and computationally more intensive) features and more powerful con-
trollers. In addition, it may be possible to automatically subdivide the training set
into clusters of images that have different global appearances. Then, a different
model could be trained for each cluster. ACT-DETECT would then activate a differ-
ent adequate behaviour for each different scene.

As a second direction of future research, we believe that ACT-DETECT might
form an improvement to existing object-tracking methods. Actually, ACT-DETECT
could be applied to movies as is, extracting a sample and shifting the gaze once
per frame. However, we could improve its performance by training it on labelled
movies. In that case, it might be able to exploit not only an object’s visual context,
but also its temporal context.

17http://www.primevision.nl/
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7
General Discussion

In this chapter, we discuss adaptive active vision in the light of our experimental
results. The discussion is structured as follows. In Section 7.1, we synthesise our
findings on the differences between the probabilistic approach and the adaptive
approach to active vision. Then, in Section 7.2, we evaluate the generalisation of
the experimental findings in Chapter 4, 5, and 6. In Section 7.3, we focus on the
impact of the adaptive approach on computer vision in static images. Finally, in
Section 7.4, we discuss the contribution of adaptive active vision models to a better
understanding of natural vision systems.

7.1 Probabilistic and Adaptive Active Vision

In Chapter 2 we provided an overview of two active vision approaches: the prob-
abilistic approach and the adaptive approach. The main characteristic of the prob-
abilistic approach is the assumption that active vision is a two-tier process of state
estimation and taking actions. In contrast, the essence of the adaptive approach is
that it makes no assumptions on what action strategy to follow. Below, we discuss
the differences between the approaches in the light of our experimental results.

The probabilistic approach to active vision adopts a clear formal framework to
select its actions. The advantage of a formal framework is obvious: it facilitates
the proof of certain properties of the models. For example, Denzler and Brown
(2002) prove that the belief state of their active vision model converges to the true
state, given that the Markov assumption holds and that the state estimator works
well. Some assumptions made in the probabilistic approach may be reasonable. For
instance, the assumption that variables are Gaussian distributed may be justified by
the Central Limit Theorem. However, other assumptions just seem to have as goal
to facilitate the calculation of the values necessary for action selection. For example,
in many tasks there is no apparent reason why the state space should be Markovian,
other than that it simplifies calculations.

Proponents of the probabilistic approach may criticise the adaptive approach,
since it does not adopt a clear formal framework for action selection. However, the
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absence of such a formalisation allows the adaptive approach to find novel, surpris-
ing strategies. These strategies are currently hard to reach under the assumptions
of the formal framework of the probabilistic approach. The gaze strategies discov-
ered in our experiments can be considered as a case in point, since they violate
the assumptions of the probabilistic approach. Below, we briefly describe two such
strategies.

The first strategy is to exploit an external memory to solve visual tasks (see Chap-
ter 4 and the work by Nolfi and Marocco, 2002; Spier, 2004; van Dartel et al., 2005).
In our experiments, the external memory consisted of the gaze location. Our ex-
periments made clear that the external memory allows the exploitation of multiple
observations, despite the memoryless nature of a feedfoward neural network. With
the help of the discrete gaze control model, we showed that this implies exploiting
the non-Markovian properties of the environment (see Section 4.6.2). Probabilistic
active vision models, which are based on the Markov assumption, cannot exploit
non-Markovian properties of the environment.

The second strategy is to make gaze shifts that improve the performance with-
out gathering information (see Chapter 5). This strategy is possible in an adaptive
active vision model, but would not have been found with a probabilistic approach.
A probabilistic model always takes actions in order to gather as much information
on the world state as possible.

An intriguing possibility would be to use findings from adaptive active vision
models to guide further development of probabilistic active vision models. For
example, the formal framework of probabilistic models may be extended as to relax
the Markov assumption.

7.2 Generalisation

In Chapter 4, 5, and 6, we have studied how specific adaptive gaze control models
handled specific visual tasks. Our analysis of the experimental results revealed
that the models employed interesting and useful action strategies. However, the
question arises how general these strategies are. In this section, we argue that the
action strategies are not based on specific properties of the models and tasks, but
on three key characteristics of ACT-FRAME (Chapter 3):

C1. The model has a closed loop of visual inputs and actions.

C2. The visual inputs of the model are local.

C3. The capacity of the model’s controller is limited.

We argue that our results mainly depend on these characteristics. Below, we discuss
the generalisability of the results for the three gaze control tasks (related to RQ 2,
3, and 4). For each task we describe the task properties that correspond to the key
characteristics of ACT-FRAME.
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7.2.1 Image Classification

ACT-CLASS’ gaze strategy in Chapter 4 arises from the following three properties,
related to the three key characteristics. First, ACT-CLASS determines its gaze shifts
on the basis of its visual inputs (C1). Second, visual inputs at different image lo-
cations convey different amounts of class information to the model (C2). Third,
the controller has no memory (C3). As a consequence of these three properties, the
model uses its gaze location to increase the information in single observations over
time. It does so by moving to better classification areas.

It may be clear that the three properties above do not depend on the details of
the model. Variations in the nature of the features or the gaze window will have no
effect on the strategy of optimising class information in single observations.

Likewise, we do not expect that the types of strategies employed will depend
on the image classification task at hand. For most of these tasks, information can
be found at different positions in different images. For example, there is no reason
to believe that findings on a gender recognition task would not generalise to an
emotion recognition task. In fact, in de Croon et al. (2006b), we showed that the
findings on the gender recognition task generalise to a task in which the model has
to discern happy from angry faces.

Generalisation to multi-class tasks may be more challenging. It may be difficult
to exploit an external memory if the model has to recognise many different classes.
In addition, a larger number of classes may require a complex behaviour. Although
we believe that the closed loop of observations and actions can still be used to
facilitate such a task, our models may have to be improved in order to do so.

7.2.2 Control

The eye reflex of ACT-DRIVING in the simulated driving task in Chapter 5 mainly
depends on the following three properties. First, there is not only a closed loop
between the visual inputs and the gaze shifts, but also between the visual inputs
and the car commands (C1). We note that this also implies a closed loop between
the gaze shifts and the car commands. Second, visual inputs occur that can disrupt
the model’s behaviour (C2). Third, the controller has limited capabilities to process
the visual inputs (C3). As a consequence of adaptation, the eye controller takes into
account the behaviour of the car controller by avoiding disruptive visual inputs.

The three properties above are likely to occur in any control task in which a
model with a limited controller encounters many different visual inputs. Since this
will be the case for many control tasks, we expect our finding on the simulated
driving task to generalise to other control tasks as well: avoiding disruptive inputs
is easier than creating an elaborate internal mechanism to handle them correctly.

7.2.3 Object Detection

The strategies of ACT-DETECT in Chapter 6 mainly rely on the following three prop-
erties. First, ACT-DETECT has multiple time steps to reach an object location by
means of its gaze shifts (C1). Second, the visual features extract information on
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probable object locations (C2). Third, the model refines the input space to map the
visual inputs to gaze shifts (C3).

As argued in Chapter 6, the gaze strategies for the face-detection task and car-
detection task (and their success) are likely to generalise to many other detection
tasks.

The non-greedy action selection depends mainly on the first property. The gaze
control model is adapted for maximal performance after multiple time steps. There-
fore, it can afford to make smaller gaze shifts, taking uncertainty in the visual inputs
into account. In addition, it can use its gaze location as an external memory of its
previous observations. We have observed the non-greedy behaviour in multiple
tasks (see Chapter 6 and also de Croon and Postma, 2007) and expect it to occur
in any object detection task in which the detection is evaluated after multiple time
steps.

The success of ACT-DETECT seems to depend on the task (the structure in an
object’s context), the visual features (C2), and on the capacity of the controller to
refine the visual input space (C3). Since many objects occur in a structured con-
text, we expect that a possible bottleneck for applying gaze control models to other
object detection tasks lies more in the capacities of the gaze control model than in
the properties of the task. Our analysis supports this expectation. The amount of
information captured by the visual features seemed predictive of the success of the
gaze control model relative to window-sliding methods. We suggested that this
information is related to the variance in the object context. If the context has many
dissimilar appearances, the task becomes more difficult. In this respect, the gener-
alisation to such more complex object-detection tasks may be challenging.

7.3 Computer Vision in Static Images

In this section we focus on computer vision models that handle static images. We
briefly discussed the existence of passive and active vision models in the field of
computer vision in Chapter 1. Now we elaborate on the discussion of these models
on the basis of our experimental results.

The goal of both passive and active computer vision models is to evaluate vi-
sual patterns in images. To be able to evaluate such patterns, the models employ
one or two steps: an optional first step of searching for pattern candidates, and a
second step of evaluating the pattern(s). The difference between passive and active
vision models lies in how they perform these steps. Below, we first discuss how
passive (Subsection 7.3.1) and active vision models (Subsection 7.3.2) handle static
images. Then we discuss what the experimental results have taught us about the
advantages and drawbacks of adaptive active vision models (Subsection 7.3.3).

7.3.1 Passive Vision

In passive vision models, the two steps are incorporated as follows. In the first step,
passive vision models search for the pattern of interest by using information from
the entire image. Most models use an exhaustive local search (Burl et al., 1998; Viola
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and Jones, 2001), but there are a few models that use globally extracted features to
determine the locations of interest (Torralba, 2003; Murphy et al., 2006). We interpret
searching here in a broader sense than just object detection: in our interpretation
search also includes preprocessing techniques that are supposed to highlight the
probable locations of the pattern of interest. An example of this is a passive vision
model that detects text in natural images by performing edge detection everywhere
in the image (Anthimopoulos, Gatos, and Pratikakis, 2007).

In the second step, the located pattern is automatically evaluated in a task-
dependent fashion. Many studies focus solely on this evaluation step. These stud-
ies assume either that the pattern has been found successfully by the first step, or
that the camera is set up in such a way that the pattern in the images is always in the
appropriate place (Zhao and Chellappa, 2002). A straightforward manner to evalu-
ate the pattern, would be to use the raw pixel values of the image (part) containing
the pattern. However, a pixel representation may have a very high dimensionality
and is therefore unsuitable for learning due to the curse of dimensionality. There-
fore, computer vision models usually extract features from an image that reduce
the dimensionality and / or make the relevant aspects of the pattern more evi-
dent. This can be done with the help of dimensionality reduction techniques such
as principal component analysis or linear discriminant analysis (for an overview
of dimensionality reduction techniques with a focus on computer vision, see van
der Maaten, Postma, and van den Herik, submitted), a histogram of local image
properties (e.g., Rao, Srihari, and Zhang, 1999), wavelet representations (e.g., Ari-
vazhagan and Ganesan, 2003), filter banks (e.g., Schmid, 2001; Leung and Malik,
2001), etc. We note that wavelet representations and filter banks do not reduce the
dimensionality of the pattern representation, but do attempt to make the relevant
aspects of the pattern more evident.

7.3.2 Active Vision

Active vision models also proceed in two steps. In the first step, active vision mod-
els search for the pattern of interest by using local information from the image.
The main difference with the passive vision models is that the active vision mod-
els employ an informed local search, in which the search locations in the image are
iteratively refined. Examples of such models are deformable shape models (Yuille,
1991; Zuo and de With, 2004; Felzenszwalb, 2005), active shape models (Cootes, Ed-
wards, and Taylor, 1999; Keomany and Marcel, 2006; Cristinacce and Cootes, 2007),
active appearance models (Edwards, Cootes, and Taylor, 1998; Cootes et al., 1999),
active contours (snakes) (Kass et al., 1988; Xu, Ahuja, and Bansal, 2007), and gaze
control models that only process a part of the image (e.g., Young et al., 1998; Minut
and Mahadevan, 2001).

In the second step, the located pattern can be evaluated in a passive manner, as
explained above for the passive vision models. However, the active vision model
can also use an informed search to extract the right features from the located pat-
tern, as in Chapter 4.
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7.3.3 Adaptive Active Vision

Below, we first discuss the advantages of adaptive active vision models over pas-
sive vision models, then the advantages over non-adaptive active vision models,
and we end with the drawbacks of adaptive active vision models.

Advantages over Passive Vision Models

Adaptive active vision models have two advantages with respect to passive vision
models. First, adaptive active vision models are computationally more efficient
than passive vision models in searching for a pattern of interest. This is due to
the difference between informed search and exhaustive search: the former is more
efficient than the latter. Informed search is successful if the image contains infor-
mation that can be reliably used for the search. The research in Chapter 6 showed
that adaptive active vision models offer the opportunity to achieve considerable
gains in computational efficiency for object detection. Their performance on the
task depended on the amount of information available for object search, but in gen-
eral they performed on a par with passive window-sliding methods. Of course,
the computational efficiency may be relevant to other tasks than object detection as
well.

Second, when evaluating a pattern, adaptive active vision models are less sen-
sitive to the variance in the positions of the constituent pattern parts than passive
vision models. The positions of the relevant pattern parts in the image may vary,
either due to inaccuracies in the search for the pattern, or due to intrinsic differ-
ences between different patterns. The problem that the variance in pattern posi-
tions poses to passive vision models, is referred to as the registration problem (cf.
Rentzeperis et al., 2006). Passive vision models can cope with this problem by em-
ploying features that are not sensitive to the variance in pattern part positions, i.e.,
by using invariant feature extraction. Active vision models can use their observations
to search for the positions of relevant pattern parts.

The above-mentioned advantages may result in an improvement upon com-
puter vision methods as studied in Moghaddam and Yang (2002), Pnevmatikakis
and Polymenakos (2005), and Rentzeperis et al. (2006). Rentzeperis et al. (2006)
study the influence of registration errors (translations of the relevant patterns) on
the performances of various face recognition methods. When the face is translated
away from the usual location for more than 6% of the distance between the eyes, the
performances of all studied methods severely decrease. The model that deals best
with these translations is a pseudo 2D Hidden Markov Model (cf. Samaria and Har-
ter, 1994). When the registration error increases from 0% to 6%, the misclassification
probability of this method increases from ∼ 6% to ∼ 14%. Other methods perform
even worse: for the same increase in registration error, the misclassification prob-
ability of Linear Discriminant Analysis (cf. Belhumeur, Hespanha, and Kriegman,
1997) increases from 2% to 37%. The results in Chapter 4 show that adaptive active
vision models could alleviate the registration problem by searching for the relevant
pattern parts in the image. Of course, one can also achieve translation invariance
by using the passive method of exhaustively searching for pattern parts. However,
this exhaustive search is computationally expensive, as mentioned above.
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Interestingly, position variance is not the only type of variance that could be
handled by adaptive active vision models. We can aim for handling other types of
variances by expanding the possible actions of the gaze control framework in Chap-
ter 3. In this way, it is conceivable that scale invariant recognition could be achieved
by introducing the ability to travel in the scale space of the image (zooming in or
out on the image). In addition, rotation invariance could be achieved by introduc-
ing the ability to rotate the input features. Such manipulations of the input features
are not new in themselves. For example, some face detectors can recognise (mod-
erately) rotated faces (e.g., Rowley et al., 1998; Zhoua et al., 2002; Liu et al., 2003,
and Huang et al., 2005). Some of these methods (such as Rowley et al., 1998 and
Liu et al., 2003) do this by (1) estimating the rotation of the current image sample,
(2) rotating the sample so that the estimated rotation is removed, and (3) classify-
ing the resulting sample. In contrast to such models, adaptive active vision models
may find novel ways to use rotation actions in the best way possible. The goal for
which they use the rotation action may be different from just removing the most
probable rotation.

Advantages over Non-adaptive Active Vision Models

Adaptive active vision models have one main advantage over non-adaptive active
vision models. The advantage stems from the fact that the action strategies of most
non-adaptive active vision models are largely determined in advance. These strate-
gies are likely to be suboptimal, since it is difficult to design a successful closed loop
strategy. Designing such a strategy necessitates a type of recursive thinking that can
involve many dependencies over multiple time steps. The ‘blind’ adaptation by,
e.g., an evolutionary algorithm, does not have this problem. As a consequence, the
advantage of adaptive active vision models is that they exploit the closed loop of
actions and observations to a larger extent than non-adaptive active vision models.

This advantage offers an opportunity for many different tasks. Let us take face
recognition with a deformable shape model as an example. The deformable shape
model was introduced by Yuille (1991), and is often used for face recognition. The
recognition method iteratively changes the parameters to deform and move the
parts of a face template, so that it best fits an image. The action strategies of most
deformable shape models (such as the ones in Yuille, 1991 and Zuo and de With,
2004) are predetermined to always search for the same face parts, such as the hair,
eyes, nose, and mouth. The strategies consist of matching a template of these parts
in the vicinity of the current search locations. Adaptive active vision models could
improve upon such strategies, by making better use of the closed loop of observa-
tions and actions. We mention two possible improvements here.

First, the search of an adaptive active vision model may be computationally
more efficient than the standard search method. An adaptive model may need only
one observation from the image to determine the displacement of the current search
location to the target location. This makes exhaustive template matching around
the search locations unnecessary. The work in Cristinacce and Cootes (2007) rep-
resents a prudent step towards a strategy that does not rely on template matching.
It illustrates the computational advantages that can be obtained by estimating the
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displacement to the target position at once. However, the method in Cristinacce
and Cootes (2007) is limited to displacements of a few pixels around the current
search location. In addition, its interaction with the image is restricted to making
greedy gaze shifts towards the target location. Adaptive active vision models sim-
ilar to ACT-DETECT described in Chapter 6 could be even more efficient than the
method in Cristinacce and Cootes (2007).

Second, adaptive active vision models go beyond merely handling the transla-
tion variance problem. The results in Chapter 4 show that adaptive active vision
models do more than just finding the same face parts for each image: they use their
observations to determine which parts are important for classifying the current im-
age (see also Lacroix et al., 2007). They may therefore offer an opportunity to search
for those face parts that make a person unique. For example, they may recognise
one person by his ears, and another person by the many speckles on his face.

Drawbacks

The advantages of the adaptive active vision approach come at a certain cost. The
approach has two main drawbacks. The first drawback concerns the difference
with passive vision models: not searching the entire image necessarily implies a
larger probability of missing the pattern of interest. The success of informed search
with respect to exhaustive search depends on how reliable the used information
is. This was illustrated in Chapter 6, in which ACT-DETECT performed better on
the face-detection task than on the car-detection task. The reason for this was most
probably the lower amount of information extracted by the visual features in the
car-detection task.

The second drawback concerns both passive vision models and non-adaptive
active vision models: more flexibility in the determination of the action strategy
leads to a reduced generality of the solution. In Machine Learning terms, the adap-
tive active vision models have a smaller learning bias than other existing models.
It is well known that this increases the variance in learning (cf. Mitchell, 1997 and
Duda, Hart, and Stork, 2001). In the best case, the loss of generality corresponds
to a set of mild restrictions on the images. For example, the gaze control model in
Chapter 6 works well in images containing photos of outdoor scenes. It is therefore
not able to find a car in a photo that is distorted, such as the one shown in Figure
6.1. In the worst case, the loss of generality results in over-fitting. The extra degrees
of freedom introduce a larger risk of having a strategy that exploits spurious reg-
ularities in the training set of images. As a result, the performance on the training
set of images may be much higher than that on the testing set of images. In our
experiments we did not notice large differences between training and testing per-
formances, which would be indicative of over-fitting. However, it may be that our
training sets were always large enough to prevent over-fitting.



7.4 — Natural Vision 135

7.4 Natural Vision

To what extent can the adaptive active vision approach contribute to the under-
standing of natural vision systems? The answer to this question may depend on
how ‘dynamic’ natural vision actually is.

The last decade, Bayesian models of cognition (related to the probabilistic mod-
els discussed in Section 7.1) have gained in popularity. Such models have pro-
vided parsimonious explanations for many perceptual phenomena (cf. Harris and
Wolpert, 1998; Wolpert and Ghahramani, 2000; van Beers and Wolpert, 2002; Knill
and Pouget, 2004; Körding and Wolpert, 2004; Stocker and Simoncelli, 2005; Grif-
fiths and Tenenbaum, 2006; Körding and Wolpert, 2006; Nelson and Cottrell, 2007).
For example, Weiss, Simoncelli, and Adelson (2002) explained all aspects of a well-
known motion illusion with a single Bayesian model, which relied on the assump-
tion that slow movements in the environment are more likely than fast movements.
Notably, gaze control models that incorporate elements of the Bayesian view on
cognition have been rather successful at predicting the eye movements of human
subjects. The model by Torralba et al. (2006) achieves a good prediction for a task
of finding objects in static images, while the model by (Sprague et al., 2007) realises
a good prediction for a (simulated) task of walking on a path, while avoiding ob-
stacles and gathering litter. The core of the success of Bayesian models in explain-
ing cognitive phenomena lies in the optimality of such models (Knill and Pouget,
2004; Nelson and Cottrell, 2007).

Bayesian models are less appropriate to capture dynamical aspects of cognition.
There is a considerable amount of work on dynamic Bayesian networks (Rabiner, 1989;
Rabiner and Juang, 1993; Murphy, 2002; Murphy, 2003), but such networks have
two main limitations. First, the relations between variables over time are typically
specified on forehand. Second, the relations between variables are limited to a small
temporal window, in order to keep learning and inference in the networks tractable
(cf. Bishop, 2006, p. 632).

Adaptive models do not have these limitations. First, they do not rely on as-
sumptions regarding the relation between variables over time. Second, adaptive
models can exploit relations between variables over many time steps (cf. Hochreiter
and Schmidhuber, 1997; Bakker et al., 2003; Tuci, Trianni, and Dorigo, 2004; Gomez
and Schmidhuber, 2005; de Croon et al., 2006a; Ampatzis et al., 2008). Hence, adap-
tive models more naturally incorporate dynamical aspects of cognition (Elman,
1990; Smith et al., 1999; van Gelder, 1999; Beer, 2000; Elman, 2004; Spivey and Dale,
2006). For example, Elman (1990) explains dynamical aspects of word interpre-
tation with a recurrent neural network trained for word prediction. One such a
dynamical aspect is that the same word can be interpreted in different manners
according to the context in which it occurs.

Concerning vision, adaptive models may be most successful in explaining nat-
ural behaviours that are (1) dynamic, and (2) difficult to explain with our current
knowledge. We give one example of such a visual behaviour. Land (1988) studies
the eye movements and visual apparatus of the copepod Labidocera. He provides a
plausible explanation for the function of the different sensors in the eye cup. A few
of the sensors serve to track a source of light, most probably to stabilise the body
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against involuntary disturbances. The remaining sensors form a row and serve to
scan across 35◦ of the dorsal visual field. Presumably, the Labidocera interprets
the resulting dynamical inputs to detect conspecifics. The scanning movements are
peculiar, since the forward scanning movements are faster than the backward scan-
ning movements. This peculiar scanning behaviour may be best explained with the
help of adaptive active vision models.

Many more such visual behaviours exist in nature. If the success of these behav-
iours depends on the dynamics of the visual inputs, adaptive active vision models
may contribute considerably to our understanding of natural vision.



Chapter

8
Conclusion

In this chapter, we first answer our four research questions. Then we address our
problem statement and draw a general conclusion. Finally, we indicate directions
for future research.

8.1 Answers to the Research Questions

RQ 1: How does the adaptive active vision approach relate to other approaches to active
vision?

The adaptive active vision approach mainly differs from other approaches, in
that it does not adopt a constraining formal framework for action selection. As a
consequence, it is more difficult to prove properties of adaptive models. However,
adaptive models can discover surprising strategies that are hard to reach under the
constraints imposed by a formal framework. In this sense, the strategies of adaptive
active vision models could be used to guide the way for, e.g., probabilistic active
vision models.

RQ 2: How does a memoryless adaptive gaze control model handle an image classification
task?

A memoryless adaptive gaze control model handles an image classification task
by optimising the class information in a single observation. The model shifts its
gaze to good classification locations in the image. It uses its fixation location as
an external memory to exploit dependencies between multiple observations and
actions. This corresponds to exploiting the non-Markovian properties of the task.

RQ 3: How does an adaptive gaze control model use its gaze shifts in a control task?

An adaptive gaze control model uses its gaze shifts to improve the overall per-
formance on a control task. To achieve a good performance, it is necessary to gather
information from the environment. However, information gathering is a means to
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achieve a good performance, it is not the final goal. The best evolved instance of
the model ACT-DRIVING uses its gaze shifts for the following three functions: (1) to
find relevant visual features in the visual field, (2) to keep relevant visual features in
sight, and (3) to avoid disruptive visual inputs. Where the first two functions con-
cern the gathering of information from the environment, the third function does
not. ACT-DRIVING avoids the visual inputs related to obstacles, in order to prevent
an overreaction of the car controller.

RQ 4: Can an adaptive gaze control model perform on a par with state-of-the-art computer
vision models on the task of object detection?

Yes, an adaptive gaze control model can perform on a par with state-of-the-art
computer vision models on the task of object detection. Our answer to RQ 4 is
based on the answers to the sub-questions RQ 4a–d. To answer the sub-questions,
we performed experiments with human subjects and with ACT-DETECT, applying
the latter to both a face-detection task and a car-detection task. After evolutionary
adaptation, ACT-DETECT has visual features that capture properties of the target
object’s visual context. It exploits the information in the features to shift its gaze
to likely object locations. ACT-DETECT achieves a performance similar to that of
window-sliding methods, while extracting many fewer local image samples.

The experimental results suggest that the success of ACT-DETECT depends on
whether there is a structure in the object’s context, and whether ACT-DETECT’s fea-
tures and controller allow it to exploit this structure. The current implementation
of ACT-DETECT performs better when the variation in the context is limited.

8.2 Answer to the Problem Statement

On the basis of the answers to the research questions, we now answer the problem
statement.

Problem statement: How do adaptive active vision models handle challeng-
ing visual tasks?

Adaptive active vision models handle challenging visual tasks by exploiting
both their internal processing and their feedback loop with their environment. This
feedback loop allows the models to facilitate the execution of their task. They can
use the feedback loop to maximise task-specific information in their observations,
by using their fixation location as an external memory. They can also use the feed-
back loop to avoid disruptive visual inputs. This obviates the need for complex
internal processing of such inputs.

Did our research contribute to achieving the two general goals mentioned in
Chapter 1? The goals are: (1) a better understanding of the general properties of
the active vision process, and (2) the improvement of computer vision techniques.
We believe that our research forms a step on the way to achieving both these goals.

We have contributed to achieving the first goal by finding interesting possible
action strategies. The strategies can in principle be employed by other active vision
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systems, including animals and humans. However, whether this is actually the case
remains for now an open question.

We have contributed to the second goal by identifying ways in which adaptive
active vision can improve computer vision. In particular, adaptive gaze control
models form a promise for three reasons: (1) they are computationally efficient,
(2) they can successfully handle variance in feature positions, and (3) they can out-
perform existing active vision models by better exploiting their interaction with the
visual scene. The most concrete evidence for the promise that adaptive active vision
models hold for the field of computer vision is provided in Chapter 6: ACT-DETECT
obtains a good object detection performance with low computational costs.

Conclusion: Based on our research findings, we may conclude that
adaptive active vision is a promising approach for discovering the role
of actions in vision. It has its restrictions and problems, but making
no assumptions on the action strategy allows the models to find novel
strategies that can both contribute to a better understanding of the ac-
tive vision process and to the improvement of computer vision tech-
niques.

8.3 Future Research

In this section, we mention four main directions for future research.
A first direction of future research is to study adaptive active vision models

that have an internal state. In the thesis, we have emphasised the possibilities of
the models’ use of the feedback loop with the environment, but have not studied
as much the possibilities of the models’ internal state. Adaptive models do not
use their internal state as a belief state (cf. Beer, 1995; Beer, 2003; van Dartel et al.,
2005; de Croon et al., 2006a). It would be interesting to analyse how adaptive active
vision models use their internal state, to find out whether and how they combine
observations over multiple time steps. What information do adaptive active vision
models extract from the visual inputs over time? Do they consider observations as
separate pieces of evidence on the state of the environment, or do they extract a
different type of information from multiple observations?

A second direction of future research is to analyse to what extent the use of an
external memory generalises to more difficult settings. In Chapter 7, we already
discussed the possible limited use of the external memory in the case of image
classification with many different classes. However, it would be interesting to study
the use of an external memory in different tasks as well.

A third direction of future research is to investigate how we can improve the
development of active vision models when they have many degrees of freedom.
When the adaptation starts with a random controller, it tends to abstain from using
the degrees of freedom that do not directly influence the performance on the task.
In the case of the car-driving task, this concerned the eye movements; in many of
the evolutionary runs (also those not reported in the thesis) ACT-DRIVING shifts its
gaze to one of the bottom corners of the screen. In other words: it abstains from
exploiting the degrees of freedom involved in gaze control, and focuses purely on
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adapting the parameters for driving. When ACT-DRIVING is at a point in evolution
at which it can drive on the basis of the visual inputs in the bottom of the screen, it is
difficult to change the gaze behaviour, since it would perturb the driving behaviour.
Hence, abstaining from exploiting degrees of freedom at the start of evolution has
effects on the use of these degrees of freedom later in evolution.

There are three approaches to facilitating the adaptation of models with many
degrees of freedom, which deserve further investigation. The first approach ini-
tially freezes and gradually frees degrees of freedom during adaptation (Lungarella
and Berthouze, 2002). In this way, all stages of adaptation remain tractable. The sec-
ond approach would be to incorporate elements in the fitness function that stimu-
late certain properties of the eye movements. One option is to maximise the mutual
information between the visual inputs and the eye movements (cf. Klyubin et al.,
2004). This enforces movement of the eyes to different regions in the visual field,
without assuming that the model searches for a specific type of information. The
third approach would combine adaptation over generations with adaptation dur-
ing execution. For example, the combination of an evolutionary algorithm with
reinforcement learning could bring together the best of both worlds. The evo-
lutionary algorithm could focus on facilitating the adaptation performed by re-
inforcement learning. As the reinforcement learning method, we could employ
the method by Jodogne and Piater (2007). They devised a reinforcement learning
method that iteratively refines the visual input space to remove any perceptual
ambiguities. Their method is an attempt to make the visual task Markovian, al-
leviating the problems of the traditional reinforcement methods we studied in de
Croon et al. (2005c). We believe that one of these approaches should allow us to
handle tasks in which the model has many degrees of freedom.

A fourth direction of future research is to study how we can achieve a higher
generality with the adaptive active vision models. The limitation in generality is
best illustrated by the findings on ACT-DETECT in Chapter 6. The current setup of
ACT-DETECT does not suffice to tackle complex problems, involving many differ-
ent objects and backgrounds. The reason for this is that adding objects and back-
grounds to our training set makes the gaze behaviour of ACT-DETECT more general,
but less efficient. To retain an efficient behaviour and achieve an augmented gen-
erality of application, the adaptive active vision model should be endowed with a
mechanism that allows it to select different behaviours for different contexts. One
possibility to achieve this is to incorporate an algorithm such as that by Torralba
(2003). This algorithm can evaluate the coarse global properties of a visual scene to
decide upon a more specific, efficient gaze behaviour.
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Kröse, B.J.A. and Bunschoten, R. (1999). Probabilistic localization by appearance
models and active vision. IEEE International Conference on Robotics and Au-
tomation (ICRA 1999), Detroit, MI, Vol. 3, pp. 2255–2260, IEEE Computer Soci-
ety. [9, 14, 20]



150 References

Kruppa, H., Castrillon-Santana, M., and Schiele, B. (2003). Fast and robust face
finding via local context. Joint IEEE International Workshop on Visual Sur-
veillance and Performance Evaluation of Tracking and Surveillance (VS-PETS
2003), Nice, France, pp. 157–164, IEEE Computer Society. [95, 109, 110]

Lacroix, J.P.W., Postma, E.O., and van den Herik, H.J. (2007). Modeling visual
classification using bottom-up and top-down fixation selection. 29th annual
conference of the Cognitive Science Society (CogSci 2007), Nashville, TN, pp.
419–424. [39, 134]

Laeng, B. and Teodorescu, D.S. (2002). Eye scanpaths during visual imagery reenact
those of perception of the same visual scene. Cognitive Science, Vol. 26, No. 2,
pp. 207–231. [69]

Land, M.F. (1988). The functions of eye and body movements in Labidocera and
other copepods. Journal of Experimental Biology, Vol. 140, No. 1, pp. 381–391.
[135]

Land, M.F. (1992). Predictable eye head coordination during driving. Nature,
Vol. 359, pp. 318–320. [70]

Land, M. F. and Hayhoe, M. (2001). In what ways do eye movements contribute to
everyday activities? Vision Research, Vol. 41, Nos. 25–26, pp. 3559–3565. [1, 2]

Land, M.F. and Lee, D.N. (1994). Where we look when we steer. Nature, Vol. 369,
pp. 742–744. [70]

Land, M. F. and Nilsson, D.-E. (2002). Animal eyes. Oxford University Press, New
York, NY.[1]

Lee, T.S. and Yu, S. X. (1999). An information-theoretic framework for understand-
ing saccadic eye movements. Advances in Neural Information Processing Sys-
tems 12 (NIPS 1999), Denver, CO (eds. S.A. Solla, T.K. Leen, and K.-R. Mller),
pp. 834–840, MIT Press. [39, 69]

Leung, T. and Malik, J. (2001). Representing and recognizing the visual appearance
of materials using three-dimensional textons. International Journal of Com-
puter Vision, Vol. 43, No. 1, pp. 29–44. [131]

Lienhart, R. and Maydt, J. (2002). An extended set of Haar-like features for rapid
object detection. International Conference on Image Processing (ICIP 2002),
Rochester, NY, Vol. 1, pp. 900–903, IEEE Computer Society. [120]

Liu, H., Yan, S., Chen, X., and Gao, W. (2003). Rotated face detection in color images
using radial template (RT). International Conference on Multimedia and Expo
(ICME 2003), Baltimore, MD, Vol. 3, pp. 137–140, IEEE Computer Society, Los
Alamitos, CA.[133]

Li, S. Z. and Zhang, Z. (2004). Floatboost learning and statistical face detection.
IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 26, No. 9,
pp. 1112–1123. [95]



References 151

Loeff, N., Arora, H., Sorokin, A., and Forsyth, D. (2005). Efficient unsuper-
vised learning for localization and detection in object categories. Advances in
Neural Information Processing Systems (NIPS 2005), Vancouver, Canada (eds.
Y. Weiss, B. Schölkopf, and J. Platt), pp. 811–818, MIT Press. [95]

Lowe, D. G. (2004). Distinctive image features from scale-invariant keypoints. In-
ternational Journal of Computer Vision, Vol. 60, No. 2, pp. 91–110. [95]

Lungarella, M. and Berthouze, L. (2002). Adaptivity via alternate freeing and freez-
ing of degrees of freedom. 9th International Conference on Neural Information
Processing (ICONIP 2002), Orchid Country Club, Singapore (eds. L. Wang, J.C.
Rajapakse, K. Fukushima, S.-Y. Lee, and X. Yao), Vol. 1, pp. 482 – 487. [140]

Macinnes, I. and Di Paolo, E.A. (2006). The advantages of evolving perceptual cues.
Adaptive Behavior, Vol. 14, No. 2, pp. 147–156. [4]

Marocco, D. and Floreano, D. (2002). Active vision and feature selection in evo-
lutionary behavioral systems. 7th International Conference on Simulation of
Adaptive Behavior, from Animals to Animats (SAB 2002), Edinburgh, UK, pp.
247–255, MIT Press, Cambridge, MA.[5, 40, 97]

Marr, D. (1982). Vision: A Computational Investigation into the Human Repre-
sentation and Processing of Visual Information. Freeman, New York, NY. [3,
4]

Mattiussi, C. and Floreano, D. (2004). Evolution of analog networks using local
string alignment on highly reorganizable genomes. NASA/DoD Conference
on Evolvable Hardware (EH 2004), Seattle, WA (eds. R.S. Zebulum, D. Gwalt-
ney, G. Hornby, D. Keymeulen, J. Lohn, and A. Stoica), pp. 30–37, IEEE Com-
puter Society. [42]

Mikolajczyk, K., Leibe, B., and Schiele, B. (2006). Multiple object class detection
with a generative model. IEEE Conference on Computer Vision and Pattern
Recognition (CVPR’06), New York, NY, pp. 26–36, IEEE Computer Society.[95]

Minut, S. and Mahadevan, S. (2001). A reinforcement learning model of selective
visual attention. 5th International Conference on Autonomous agents (Agents
2001), Montreal, Canada, pp. 457–464, ACM Press, New York, NY. [9, 39, 97,
131]

Mitchell, T. M. (1997). Machine Learning. McGraw-Hill Companies, Inc., New
York, NY.[134]

Mitri, S., Frintrop, S., Pervlz, K., Surmann, H., and Nchter, A. (2005). Robust
object detection at regions of interest with an application in ball recognition.
IEEE 2005 International Conference Robotics and Automation (ICRA 2005),
Barcelona, Spain, pp. 126–131, IEEE Computer Society. [95]

Moghaddam, B. and Pentland, A. (1997). Probabilistic visual learning for object
representation. IEEE Transactions on Pattern Analysis and Machine Vision,
Vol. 19, No. 7, pp. 696–710. [94]



152 References

Moghaddam, B. and Yang, M.-H. (2002). Learning gender with support faces. IEEE
Transactions on Pattern Analysis and Machine Intelligence, Vol. 24, No. 5, pp.
707–711. [50, 132]

Murphy, K.P. (2002). Dynamic Bayesian Networks: Representation, Inference and
Learning. Ph.D. thesis, University of California, Berkeley, CA.[135]

Murphy, K.P. (2003). Dynamic Bayesian networks. Probabilistic Graphical Mod-
els (ed. M. Jordan). [135]

Murphy, K., Torralba, A., Eaton, D., and Freeman, W.T. (2006). Object detection
and localization using local and global features. Toward Category-Level Object
Recognition (Sicily Workshop on Object Recognition) (eds. J. Ponce, M. Hebert,
C. Schmid, and A. Zisserman), pp. 382 – 400, Springer Berlin / Heidelberg.[96,
131]

Neider, M. B. and Zelinski, G. J. (2006). Scene context guides eye movements during
visual search. Vision Research, Vol. 46, No. 5, pp. 614–621. [94]

Nelson, J.D. and Cottrell, G.W. (2007). A probabilistic model of eye movements in
concept formation. Neurocomputing, Vol. 70, Nos. 13–15, pp. 2256–2272.[135]

Nolfi, S. (2002). Power and the limits of reactive agents. Neurocomputing, Vol. 42,
Nos. 1–4, pp. 119–145. [45]

Nolfi, S. and Floreano, D. (2000). Evolutionary Robotics: The Biology, Intelligence,
and Technology of Self-Organizing Machines. MIT Press / Bradford Books,
Cambridge, MA.[4, 43]

Nolfi, S. and Marocco, D. (2002). Evolving robots able to visually discriminate be-
tween objects with different size. International Journal of Robotics and Au-
tomation, Vol. 17, No. 4, pp. 163–170. [4, 9, 10, 54, 67, 91, 128]

Oliva, A., Torralba, A., Castelhano, M. S., and Henderson, J. M. (2003). Top-down
control of visual attention in object detection. 10th IEEE International Confer-
ence on Image Processing (ICIP 2003), Barcelona, Spain, Vol. 1, pp. 253–256,
IEEE Computer Society. [94]

Osuna, E., Freund, R., and Girosi, F. (1997). Training support vector machines:
an application to face detection. Computer Vision and Pattern Recognition
(CVPR 1997), San Juan, Puerto Rico, pp. 130–136, IEEE Computer Society, Los
Alamitos, CA.[95, 105]

Paletta, L., Prantl, M., and Pinz, A. (1998). Reinforcement learning for autonomous
three-dimensional object recognition. 6th Symposium on Intelligent Robotics
Systems (SIRS 1998), Edinburgh, UK, pp. 63–72. [9, 13, 16, 17, 23, 32]

Paletta, L., Fritz, G., and Seifert, C. (2005). Q-Learning of sequential attention
for visual object recognition from informative local descriptors. 22nd Inter-
national Conference on Machine Learning (ICML 2005), Bonn, Germany (eds.
L. de Raedt and S. Wrobel), pp. 649–656, ACM Press. [39]



References 153

Palmer, S. T. (1975). The effects of contextual scenes on the identification of objects.
Memory and Cognition, Vol. 3, No. 5, pp. 519–526. [94]

Papageorgiou, C. and Poggio, T. (2000). A trainable system for object detection.
International Journal of Computer Vision, Vol. 38, No. 1, pp. 15–33. [94]

Partridge, M. and Calvo, R.A. (1998). Fast dimensionality reduction and simple
PCA. Intelligent Data Analysis, Vol. 2, Nos. 1–4, pp. 203–214. [20]
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Appendix

A
Derivations for Chapter 2

This appendix is based on the following publication1:

1. de Croon, Sprinkhuizen-Kuyper, and Postma, 2006c, Comparing Active Vision Models.
MICC-IKAT Technical Report 06-02.

In this appendix, we derive two of the formulas used in Chapter 2. In Sec-
tion A.1 we derive the belief state update that is used by all active vision models in
Chapter 2. In Section A.2 we derive the formula for action selection in the model
MI. Both derivations are based on the work in Denzler and Brown (2000) and in
Denzler and Brown (2002).

A.1 Belief State Update

Here we derive the recursive update for the belief state, as used in Denzler and
Brown (2002). The belief state is the posterior class probability distribution, which
we can rewrite using Bayes’ rule as follows.

p(C | oi, ai) =
p(oi | C, oi−1, ai)p(C | oi−1, ai)

p(oi | oi−1, ai)
(A.1)

In Denzler and Brown (2002) the classification task concerns the classification
of different 3-D objects. Each action of the active vision model corresponds to an
angle from which an object can be viewed. Since in their experimental setup any
angle can be reached at any time step, it is assumed that an observation is only de-
termined by the class and the action, and not by the past observations and actions:

p(oi | C, oi−1, ai) = p(oi | C, ai). (A.2)

1The author would like to thank his co-authors for their permission to use parts of the publication in
this appendix.
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This assumption, referred to as the Markov assumption, can be used to rewrite the
formula of the posterior class probability distribution as follows.

p(C | oi, ai) =
p(oi | C, ai)p(C | oi−1, ai)

p(oi | oi−1, ai)
(A.3)

The formula can further be simplified by using the fact that p(C | oi−1, ai) = p(C |
oi−1, ai−1), since action ai does not contain any information on the class if oi is
unknown. As a consequence, the denominator p(oi | oi−1, ai) can be rewritten as
follows.

p(oi | oi−1, ai) = (A.4)

∑

c∈C

p(c | oi−1, ai)p(oi | c, oi−1, ai) =

∑

c∈C

p(c | oi−1, ai−1)p(oi | c, oi−1, ai) =

∑

c∈C

p(c | oi−1, ai−1)p(oi | c, ai) (A.5)

The rewritten formula of the posterior class probability distribution becomes:

p(C | oi, ai) =
p(oi | C, ai)p(C | oi−1, ai−1)∑
c∈C p(c | oi−1, ai−1)p(oi | c, ai)

. (A.6)

As explained in Chapter 2, this formula can be used as a recursive belief state up-
date.

A.2 Action Selection MI

In the following, we derive the formula for the action selection of MI (based on
Denzler and Brown, 2000; Denzler and Brown, 2002). MI selects an action a to
maximise the mutual information (see, e.g., Cover and Thomas, 1991) between the
classes and observations, given the past observations and actions:

I(C; O | oi−1, ai−1, a) = (A.7)

H(C | oi−1, ai−1, a)−H(C | O, oi−1, ai−1, a) =
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H(O | oi−1, ai−1, a)−H(O | C, oi−1, ai−1, a) =

H(O | oi−1, ai−1, a)−
∑

c∈C

p(c | oi−1, ai−1, a)H(O | c, oi−1, ai−1, a)

= −∑
o∈O p(o | oi−1, ai−1, a)log(p(o | oi−1, ai−1, a))+∑

c∈C p(c | oi−1, ai−1, a)
∑

o∈O p(o | c, oi−1, ai−1, a)log(p(o | c, oi−1, ai−1, a))

= −∑
o∈O p(o | oi−1, ai−1, a)log (p(o | oi−1, ai−1, a))+∑

c∈C

∑
o∈O p(o | c, oi−1, ai−1, a)p(c | oi−1, ai−1, a)log(p(o | c, oi−1, ai−1, a))

= −∑
c∈C

∑
o∈O p(o, c | oi−1, ai−1, a)log(p(o | oi−1, ai−1, a))+∑

c∈C

∑
o∈O p(o, c | oi−1, ai−1, a)log(p(o | c, oi−1, ai−1, a))

=
∑

c∈C

∑

o∈O

p(o, c | oi−1, ai−1, a)log
(

p(o | c, oi−1, ai−1, a)
p(o | oi−1, ai−1, a)

)

=
∑

c∈C

∑

o∈O

p(c | oi−1, ai−1, a)p(o | c, oi−1, ai−1, a)log
(

p(o | c, oi−1, ai−1, a)
p(o | oi−1, ai−1, a)

)
. (A.8)

Note that p(c | oi−1, ai−1, a) = p(c | oi−1, ai−1), since the probabilities of C
are independent of the action that has not yet been executed. In addition, p(o |
c, oi−1, ai−1, a) = p(o | c, a), according to the assumption that observations only
depend on the object class and the viewing angle (see Section 2.2). As a result, the
formula of the mutual information is simplified to:

I(C;O | oi−1, ai−1, a) = (A.9)

∑

c∈C

∑

o∈O

p(c | oi−1, ai−1)p(o | c, a)log
(

p(o | c, a)∑
c∈C p(c | oi−1, ai−1)p(o | c, a)

)
. (A.10)

MI selects the action a that maximises this measure.
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Appendix

B
Analysis Car-detection Task

In this appendix, we present the analysis of the instance of ACT-DETECT that is
adapted to the car-detection task. We analyse this instance as in Section 6.6: we
start with an analysis of the evolved visual features, and then study its mapping
from inputs to gaze shifts in the image.

B.1 Visual Features

Figure B.1 shows the twenty evolved features for the car-detection task and Figure
B.2 shows the responses of these features on all locations of an example image. The
features are somewhat more difficult to analyse than those of the face-detection
task. The reason for this is the higher variation in backgrounds, object sizes, and
object viewpoints. However, after studying many figures such as Figure B.2, some
regularities became evident. As in the face-detection task, there are features that
respond to the object’s context, and features that respond to the object itself.

Features 7, 8, and 17 are involved in detecting the border of the road and the
bottom of larger cars. In Figure B.2 this is clearest for feature 17, since it only has a
high response (indicated with high intensity) just above the curb, and on the car. In
the figure the high responses of feature 7 and 8 are not only limited to the curb, but
also to other locations in the image. Furthermore, the small centre surround feature
20 seems to play a role in detecting contextual clues. It has an average response in
areas with little texture (such as the sky, or the building in the image) and high and
low responses in highly textured areas.

Features 1, 4, 5, 6, 9, 12, 16, and 19 respond to car-features. Note that some of
these features are very similar in shape and type, but are complementary in their
position in the gaze window. For example, features 1 and 6 detect horizontal con-
trasts at different distances of the gaze location (indicated with the white cross).
They often respond to the border between a car and the background. Features 4
and 19 are similar to features 1 and 6, although they seem to detect the contrasts
at a slightly different resolution, and at different places. All four of these features
(1, 4, 6, and 19) have low responses close to the car shown in the original image
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Feature 1 Feature 2 Feature 3 Feature 4 Feature 5

Feature 6 Feature 7 Feature 8 Feature 9 Feature 10

Feature 11 Feature 12 Feature 13 Feature 14 Feature 15

Feature 16 Feature 17 Feature 18 Feature 19 Feature 20

Figure B.1: The twenty evolved features for the car-detection task, shown within the gaze
window (white box) of the coarse-scale model. The white cross indicates the centre of the
gaze window.

of Figure B.2. Feature 16 is a very interesting feature: it responds very strongly to
the tires of the larger cars. Figure B.2 shows that the response of the feature is very
high or low to the top left of the car’s tires. The feature also responds to the side of
smaller cars.

As in Section 6.6, we measure the information contained in clusters of visual
inputs on the location of the closest object. We gathered 30 samples for 132 training
images by uniformly sampling in the image. We clustered these inputs with k-
means clustering for k = 〈2, 3, 4, . . . , 15〉. Figure B.3 shows the relation between the
number of clusters and mutual information with the horizontal displacement ∆X
(solid line) and vertical displacement ∆Y (dashed line) to the closest object. Note
that the amount of information is smaller than for the face-detection task (Section
6.6). We might augment this information by expanding the set of features that can
be selected by the evolutionary algorithm.

Figure B.4 shows the spatial distributions for k = 6 clusters (the order of the
clusters is irrelevant). The closest object is shown in the middle of every inset with
a white cross, and white regions indicate regions where the input cluster has a high
probability of occurring (black regions indicate the opposite). The figure shows that
clusters 1 and 2 are mostly situated above the object, while cluster 4 occurs below
the object. Clusters 3, 5, and 6 have a light bias towards locations above the closest
object.
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Response feature 1 Response feature 2 Response feature 3 Response feature 4 Response feature 5

Response feature 6 Response feature 7 Response feature 8 Response feature 9 Response feature 10

Response feature 11 Response feature 12 Response feature 13 Response feature 14 Response feature 15

Response feature 16 Response feature 17 Response feature 18 Response feature 19 Response feature 20

Original image

Figure B.2: Responses of the twenty features shown in Figure B.1 in different parts of the
image. The evolved features have been extracted at all possible gaze locations in an image
(labelled ‘original image’). Per feature, we show a darkened version of the image as the
background, and the feature responses on the foreground. The feature responses are scaled
to [0,1], and represented with gray-values. White implies a high response, black a low re-
sponse. We show the response at the scanning location, i.e., the centre of the gaze window
when the feature was extracted.

B.2 Gaze Shifts

We first show that ACT-DETECT makes different gaze shifts for inputs that occur at
different places relative from the closest object. Then, we measure the relation be-
tween the information in the features and the influence they have on ACT-DETECT’s
actions. Finally, we analyse the effects of the prior object distribution of the car-
detection image set on ACT-DETECT’s behaviour.

In Figure B.4 we show the gaze shifts made by the coarse-scale model, when
we give the cluster centroids as inputs to its controller. It reacts to the spatial dis-
tribution of the clusters as expected: by mapping the input to a gaze shift that
approaches the closest object location. This is best illustrated by the shift for input
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Figure B.3: The relation between the number of clusters and the mutual information of the
clustering with the horizontal distance (∆X , solid line) and vertical distance (∆Y , dashed
line) to the closest object. The mutual information is expressed in bits.

Cluster 1 Cluster 2 Cluster 3

Cluster 4 Cluster 5 Cluster 6

Figure B.4: Spatial distribution of six visual input clusters relative to the closest object. High
occurrence is represented with high intensity, low occurrence with low intensity. The loca-
tion of the closest object is shown with a white cross. The arrows originate at the median of
all locations in the cluster, and represent the actions taken by ACT-DETECT if it receives the
cluster centroid as visual input.

cluster 4, since it is the only cluster below the object. As a reaction to the cluster
centroid, ACT-DETECT shifts its gaze upwards. Note that the model does not follow
a greedy action strategy. In that case, one would expect the model to make larger
gaze shifts, e.g., for cluster 1. In Figure B.5 we see the gaze shifts of the coarse-scale
model at all points of a 10× 10 grid (left) and the gaze shifts of the fine-scale model
at all points of a 20× 20 grid (right).

The coarse-scale model uses the information in the individual features to deter-
mine its actions. However, for the car-detection task this is only clear for the vertical
displacement. Table B.2 shows the mutual information of each feature and the hor-
izontal and vertical displacement to the closest target, I(Fi;∆X) and I(Fi; ∆Y ).
In addition, it shows the information on the horizontal and vertical part of ACT-
DETECT’s gaze shift, I(Fi;A∆X) and I(Fi;A∆Y ). Features with more information
on the vertical displacement contain more information on the vertical part of the
ACT-DETECT’s gaze shift. The features with most information on the ACT-DETECT’s
horizontal shifts are features 5, 7, 9, and 19. For features 5, 9, and 19 this is related
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Figure B.5: Left: Actions taken by the coarse-scale model on a 10 × 10 grid in the image.
Right: Actions taken by the fine-scale model on a 20× 20 grid in the image.

to the fact that they respond to the borders of the car. For feature 7 it may be a
behavioural choice: when detecting the curb the model moves horizontally until it
detects car-related features.

Table B.1: Mutual information between the evolved features Fi, i ∈ {1, 2, 3, ..., 20} and the
horizontal displacement to the closest object ∆X , the vertical displacement ∆Y , the hori-
zontal part of the gaze shift A∆X , and the vertical part A∆Y .

I(Fi;∆X) I(Fi;∆Y ) I(Fi; A∆X) I(Fi; A∆Y )

i = 1 0.03 0.06 0.04 0.02
i = 2 0.03 0.06 0.02 0.05
i = 3 0.02 0.05 0.05 0.07
i = 4 0.03 0.07 0.04 0.04
i = 5 0.02 0.04 0.09 0.03
i = 6 0.02 0.05 0.03 0.01
i = 7 0.03 0.13 0.11 0.33
i = 8 0.03 0.05 0.02 0.03
i = 9 0.03 0.04 0.13 0.04
i = 10 0.02 0.09 0.02 0.14
i = 11 0.02 0.04 0.02 0.03
i = 12 0.02 0.05 0.01 0.02
i = 13 0.02 0.08 0.03 0.04
i = 14 0.04 0.12 0.03 0.48
i = 15 0.03 0.07 0.02 0.17
i = 16 0.02 0.07 0.06 0.06
i = 17 0.02 0.09 0.02 0.04
i = 18 0.03 0.03 0.02 0.02
i = 19 0.03 0.06 0.32 0.06
i = 20 0.03 0.06 0.03 0.06

The prior distribution of the CBCL StreetScenes database is much less strong
than that of the FGNET data set. The crosses in Figure B.6 represent the car lo-
cations in the data set (centre of the cars). Surprisingly, this weaker prior dis-
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tribution results in a slightly larger relative prior with uniform sampling than
for the FGNET data set: the median (∆x, ∆y) = (5.0, 48.0). If we use the circu-
lar sampling explained in Subsection 6.6.2, the median replacement is reduced to
(∆x, ∆y) = (1.0, 15.0).
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Figure B.6: Prior distribution of car locations in the CBCL StreetScenes data set. Crosses show
the locations of the labelled cars in the data set in image coordinates.



Summary

Actions are essential to visual perception. Humans and animals rely heavily on
movements of their eyes, head, and body to perceive the environment in which
they live. It has been shown that computer vision models can also use visual ac-
tions to improve their performance on visual tasks. However, the problem with
developing such active vision models is that we do not know how they should deter-
mine their actions. A typical approach to this problem is to make assumptions on
the vision process. For example, a main assumption is that visual actions have as
goal to gather information on a predefined part of the world. Such an assumption
facilitates designing an action strategy for an active vision model.

In the thesis, we employ a different approach to the problem of determining
an action strategy: we adapt active vision models to their task. Currently, there
are three main obstacles on the way towards a successful application of adaptive
active vision models in computer vision. First, it is uncertain whether such models
are able to cope with visually challenging tasks. Second, the manner in which the
models handle visual tasks is poorly understood. Third, active vision is always
associated with servo-motor systems. It is not clear whether adaptive active vision
models can also improve computer vision involving static image sets. To overcome
the three obstacles, we formulate the following problem statement.

Problem statement: How do adaptive active vision models handle challeng-
ing visual tasks?

A visual task is challenging if humans are currently still better at it than state-of-the-
art computer vision algorithms. In most of the challenging tasks studied, we use
a model that only processes local image samples. In our opinion, such a model is
most promising for the field of computer vision; it is computationally efficient and
can be applied to static images. Since the model has to direct its gaze to elements
of interest in the visual scene, we refer to it as a gaze control model. We attempt
to gain insight into the problem statement by answering four research questions
(RQs), each in a separate chapter.

RQ 1: How does the adaptive active vision approach relate to other approaches of
active vision?

RQ 2: How does a memoryless adaptive gaze control model handle an image clas-
sification task?
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RQ 3: How does an adaptive gaze control model use its gaze shifts in a control
task?

RQ 4: Can an adaptive gaze control model perform on a par with state-of-the-art
computer vision models on the task of object detection?

We start our research in Chapter 2 by studying RQ 1: How does the adaptive active
vision approach relate to other approaches of active vision? In the literature, there is
one other main approach to active vision, which we name the probabilistic approach.
This approach assumes that active vision is an iterative process of state estimation
and action selection. The central goal of the actions of probabilistic models is to
reduce uncertainty on a predetermined part of the world state. In contrast to the
probabilistic approach, the adaptive approach makes no assumptions on the active
vision process. Studies of this approach adapt a predetermined structure (such as
a neural network) to optimise performance on the task. We first describe models
from both approaches using the same notation. Then, we compare the active vision
models with each other, by applying them to a task of 3-D object classification. The
results show that the adaptive model performs as well as the probabilistic models,
despite its lack of a formal action-selection framework.

In Chapter 3 we introduce a framework for the gaze control models that we use
to answer the remaining three research questions (RQ 2, 3, and 4). We evaluate
existing gaze control models on the basis of three requirements: local processing,
task-dependency, and making no assumptions on what gaze strategy to follow. Our
gaze control framework is inspired by the group of gaze control models that fulfil
all three requirements. The main difference between our model and this group lies
in the application of the model to visually challenging tasks. As a consequence, we
use visual features that are different from the ones used by previous models.

Subsequently, in Chapter 4, we focus on RQ 2: How does a memoryless adaptive
gaze control model handle an image classification task? To answer this question, we ap-
ply our gaze control model to the task of gender recognition in static natural images
and compare it with a passive gaze control model. The active model outperforms
the passive model on the task. Our analysis shows that the gaze control model
shifts its gaze to image areas that are better for classification; the model optimises
the information that its observations contain on the image class. By using its gaze
location as a form of external memory, it can exploit multiple observations in spite
of the memoryless nature of the controller.

Then, in Chapter 5 we investigate RQ 3: How does an adaptive gaze control model
use its gaze shifts in a control task? A control task is different from a classification
task, since the goal of the task is successful behaviour, not purely the gathering of
information. Since it is well-known that humans’ gaze shifts also serve other pur-
poses than information gathering, we find it interesting to investigate whether an
adaptive model uses its gaze shifts in a control task solely for information gath-
ering. In particular, we apply an adaptive model to the task of car-driving in a
simulator. The analysis shows that the gaze shifts of an evolved agent serve the
following three functions: (1) to find relevant visual features in the beginning of a
run, (2) to keep relevant visual features in sight, and (3) to avoid disruptive visual
inputs. Where the first two functions concern the gathering of information from the



Summary 173

environment, the third function does not. By avoiding disrupting visual inputs, the
model obviates the need for complex internal processing of such inputs.

In Chapter 6, we turn to RQ 4: Can an adaptive gaze control model perform on a
par with state-of-the-art computer vision models on the task of object detection? Exist-
ing object-detection methods usually perform an exhaustive scan of an image by
evaluating local samples at all positions in the image either as being an object or
being part of the background. We introduce a gaze control model that uses the in-
formation that local samples may contain on probable object locations. The goal of
employing a gaze control model for object detection is to enhance computational
efficiency, while retaining as good a detection performance as possible. We per-
form experiments on a face-detection task and a car-detection task, which show that
the gaze control model can perform on a par with state-of-the-art object-detection
methods. Our analysis demonstrates that the gaze control model is computation-
ally much more efficient than the other methods, but that the exploitation of con-
textual information leads to a reduced generality.

Chapter 7 contains the general discussion of the findings in the thesis. First,
we discuss all findings in the thesis regarding the differences between probabilistic
and adaptive active vision. Then, we estimate to what extent our results can be
generalised to other contexts. Subsequently, we address the difference between
passive vision and active vision in static images. We also discuss in what cases
adaptive active vision models can contribute to the understanding of natural vision.

In Chapter 8, we answer the problem statement on the basis of the results.
Adaptive active vision models handle challenging visual tasks by exploiting both
their internal processing and their feedback loop with their environment. This feed-
back loop allows the models to facilitate the execution of their task. They can use
the feedback loop to maximise task-specific information in their observations, by
using the environment as an external memory. They can also use the feedback
loop to avoid disruptive visual inputs. This obviates the need for complex internal
processing of such inputs.

Finally, we may conclude that adaptive active vision is a promising approach
for discovering the role of actions in vision. The approach has its restrictions and
problems, but making fewer assumptions allows the models to find strategies that
can both contribute to (1) a better understanding of the active vision process and
(2) the improvement of computer vision techniques.
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Samenvatting

Acties zijn essentieel voor visuele waarneming. Mensen en dieren gebruiken hun
ogen, hoofd, en lichaam om de wereld om hen heen te zien. Computermodellen
kunnen ook gebruik maken van acties. Het is aangetoond dat het gebruik van ac-
ties bepaalde visuele taken makkelijker kan maken. Het probleem met zulke actieve
waarnemingsmodellen is dat we voor veel visuele taken niet weten hoe ze hun acties
zouden moeten bepalen. Een standaard aanpak van dit probleem is om een aan-
tal aannames te maken over het visuele proces. Een hoofdaanname in veel actieve
waarnemingsmodellen is bijvoorbeeld dat een visuele actie (zoals een oogbeweg-
ing) als doel heeft om informatie te vergaren over de omgeving. Zo’n aanname
vergemakkelijkt het vinden van een actiestrategie voor een actief waarnemingsmo-
del.

In het proefschrift gebruiken we een andere aanpak om een actiestrategie te vin-
den. We bepalen niet op voorhand wat de modellen moeten doen, maar passen ze
aan specifieke taken aan. We noemen zulke modellen adaptieve actieve waarnemings-
modellen. Op het moment zijn er drie obstakels die verhinderen dat zulke modellen
succesvol gebruikt kunnen worden op het gebied van ‘computer vision’. Ten eerste
is het onzeker of adaptieve actieve waarnemingsmodellen succesvol kunnen wor-
den toegepast op uitdagende visuele taken. Ten tweede is het onduidelijk hoe een
aangepast model zijn acties bepaalt. Ten derde wordt actieve waarneming altijd
geassocieerd met fysieke camera’s die kunnen bewegen. Het is niet duidelijk of ac-
tieve waarnemingsmodellen ook iets zouden kunnen betekenen voor visuele taken
in statische plaatjes. Om deze drie obstakels weg te nemen, formuleren we de vol-
gende probleemstelling.

Probleemstelling: Hoe pakken adaptieve actieve waarnemingsmodellen
uitdagende visuele taken aan?

We noemen een visuele taak uitdagend als mensen nog steeds beter zijn in het uit-
voeren van de taak dan ‘state-of-the-art’ computer vision modellen. In het meren-
deel van de bestudeerde visuele taken gebruiken we een actief waarnemingsmodel
dat alleen lokale delen van een plaatje gebruikt om zijn taak te vervullen. De reden
hiervoor is dat zo’n model veelbelovend is voor computer vision: het is compu-
tationeel efficiënt en kan gebruikt worden in statische plaatjes. Het model maakt
virtuele oogbewegingen om de relevante delen van het plaatje op te zoeken. We
refereren naar dit model als het oogbewegingsmodel. We proberen inzicht te verkrij-
gen in de probleemstelling door vier onderzoeksvragen te beantwoorden, die elk in
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een apart hoofdstuk behandeld worden. We duiden de vragen aan met de afkorting
RQ, van het Engelse ‘Research Question’.

RQ 1: Hoe verhoudt de adaptieve aanpak van actieve waarneming zich tot andere
aanpakken?

RQ 2: Hoe pakt een geheugenloos adaptief oogbewegingsmodel een classificatie-
taak in plaatjes aan?

RQ 3: Hoe gebruikt een adaptief oogbewegingsmodel zijn oogbewegingen bij het
uitvoeren van een controletaak?

RQ 4: Kan een adaptief oogbewegingsmodel even goed zijn als state-of-the-art
computer vision modellen in het detecteren van objecten in plaatjes?

We beginnen ons onderzoek in hoofdstuk 2 met het bestuderen van RQ 1: Hoe
verhoudt de adaptieve aanpak van actieve waarneming zich tot andere aanpakken? Ons
literatuuronderzoek leidt tot het inzicht dat er twee gescheiden aanpakken van ac-
tive vision zijn. De probabilistische aanpak neemt aan dat actieve waarneming een
iteratief proces is waarin telkens eerst de toestand van de wereld geschat wordt, en
dan een actie geselecteerd wordt. Het centrale doel van de acties van probabilistis-
che modellen is het verkrijgen van meer zekerheid over de toestand van de wereld.
De adaptieve aanpak hebben we boven al kort besproken. Deze aanpak maakt geen
aannames over hoe het model zijn acties moet bepalen. In plaats van het ontwer-
pen van een actiestrategie, wordt een voorbepaald model aan een taak aangepast
met als doel het optimaliseren van de prestatie van het model. Eerst beschrijven we
de modellen van beide aanpakken in een gezamenlijke notatie. Daarna vergelijken
we de modellen met elkaar op een classificatietaak van drie-dimensionale objecten.
De resultaten tonen aan dat het adaptieve model even goed presteert als de proba-
bilistische modellen, ondanks zijn gebrek aan een formele actiestrategie.

In hoofdstuk 3 introduceren we het oogbewegingsmodel dat we zullen ge-
bruiken om de overige drie onderzoeksvragen te beantwoorden (RQ 2, 3, en 4).
We evalueren andere bestaande oogbewegingsmodellen in de literatuur met be-
trekking tot drie voorwaarden voor ons model: het uitsluitend gebruik van lokale
delen van een plaatje, het hebben van een taakafhankelijke actiestrategie, en het
niet maken van aannames over de actiestrategie. Ons oogbewegingsmodel is
geı̈nspireerd door de groep van modellen die aan de voorwaarden voldoen. Het
voornaamste verschil van ons model met deze groep ligt in de toepassing van het
model op uitdagende visuele taken. Daarom gebruiken we andere visuele ken-
merken dan voorgaande modellen.

Vervolgens richten we ons in hoofdstuk 4 op RQ 2: Hoe pakt een geheugen-
loos adaptief oogbewegingsmodel een classificatietaak in plaatjes aan? Om deze vraag
te beantwoorden, passen we ons oogbewegingsmodel toe op een taak van gen-
derherkenning (man of vrouw) in statische plaatjes. We vergelijken het actieve
oogbewegingsmodel met een passief oogbewegingsmodel om inzicht te krijgen in
de meerwaarde van de acties. Het actieve model presteert beter dan het passieve
model. Onze analyse laat zien dat het actieve model zijn observaties gebruikt om
naar delen van het plaatje te gaan die meer geschikt zijn voor classificatie; het model
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maximaliseert de informatie die een enkele observatie bevat over de klasse van
het plaatje. Hierbij gebruikt het model zijn fixatielocatie als een vorm van extern
geheugen, zodat het ondanks zijn gebrek aan intern geheugen toch meerdere ob-
servaties kan gebruiken voor classificatie.

Daarna, in hoofdstuk 5 onderzoeken we RQ 3: Hoe gebruikt een adaptief oogbe-
wegingsmodel zijn oogbewegingen bij het uitvoeren van een controletaak? In een contro-
letaak is het doel succesvol gedrag, en niet het vergaren van informatie op zich.
Aangezien het bekend is dat oogbewegingen voor mensen ook andere doelen kan
hebben dan het vergaren van informatie, is het interessant te onderzoeken hoe een
adaptief model zijn oogbewegingen gebruikt voor een controletaak. In onze expe-
rimenten passen we een adaptief model toe op een taak van autorijden in een simu-
lator. De analyse van het model toont aan dat de oogbewegingen de volgende drie
doelen dienen: (1) het vinden van relevante visuele kenmerken, (2) het in de gaten
houden van deze kenmerken, en (3) het ontwijken van verstorende waarnemingen.
De eerste twee doelen kunnen geı̈nterpreteerd worden als het vergaren van infor-
matie, maar het derde doel niet. Door verstorende waarnemingen te ontwijken,
voorkomt het model dat het een complex intern mechanisme moet ontwikkelen
om met die waarnemingen om te gaan.

In hoofdstuk 6, beantwoorden we RQ 4: Kan een adaptief oogbewegingsmodel even
goed presteren als state-of-the-art computer vision modellen op de taak van objectdetec-
tie in plaatjes? Het overgrote deel van de bestaande methodes van objectdetectie
zoeken een plaatje geheel af om alle objecten te vinden. Op alle plaatsen in een
plaatje wordt een lokaal monster van het plaatje genomen dat geëvalueerd wordt
als (deel van) een object, of als deel van de achtergrond. In beide gevallen wordt
de zoektocht na de evaluatie van het monster voortgezet zonder de informatie in
het monster te gebruiken. Wij introduceren een oogbewegingsmodel dat de infor-
matie in de lokale monsters gebruikt om de zoektocht naar interessante objecten
te stroomlijnen. Het monster kan namelijk informatie bevatten over waar objecten
zich waarschijnlijk in het plaatje bevinden. Het doel van het model is om computa-
tioneel efficiënter te zijn dan bestaande methoden, terwijl de detectieprestaties zo
goed mogelijk behouden blijven. We voeren experimenten uit op een gezichtsde-
tectietaak en een autodetectietaak. De resultaten tonen aan dat ons oogbewegings-
model even goed kan presteren als bestaande modellen, terwijl het computationeel
efficiënter is. Deze efficiëntie heeft echter een prijs: omdat ons model steunt op de
visuele context van een object, is de oplossing die onze methode biedt voor object-
detectie minder algemeen dan standaardoplossingen.

In de algemene discussie in hoofdstuk 7 bespreken we de bevindingen in het
proefschrift. Eerst bediscussiëren we alle vindingen in het proefschrift aangaande
de probabilistische en adaptieve aanpak van active vision. Daarna bespreken we
in hoeverre de verkregen inzichten gegeneraliseerd kunnen worden naar modellen
en taken die niet specifiek bestudeerd zijn in dit proefschrift. Dan adresseren we
de verschillen tussen passieve en actieve computer vision modellen in statische
plaatjes. Uiteindelijk geven we ook aan in welke gevallen adaptieve actieve waar-
nemingsmodellen meer inzicht kunnen verschaffen in de waarneming door dieren
of mensen.

In hoofdstuk 8 geven we met behulp van de resultaten een antwoord op de
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probleemstelling. Adaptieve actieve waarnemingsmodellen pakken uitdagende
visuele taken aan door middel van hun interne mechanismen en de externe ‘feed-
back’ die bestaat tussen de acties en observaties. De modellen gebruiken deze feed-
back om de uitvoering van hun taak te vergemakkelijken. Zo kunnen de modellen
de taakspecifieke informatie in de waarnemingen maximaliseren, door de omgev-
ing als extern geheugen te gebruiken. Ook kunnen de modellen de feedback ge-
bruiken om verstorende visuele waarnemingen te ontwijken. Op die manier hoeft
het model geen complex intern mechanisme te hebben om die waarnemingen te
verwerken.

We concluderen dat adaptieve actieve waarneming een veelbelovende aanpak
is voor het ontdekken van de rol van acties in visuele waarneming. Het heeft zijn re-
stricties en problemen, maar het maken van minder aannamen kan leiden tot acties-
trategieën die zowel bijdragen aan een beter begrip van actieve visuele processen
als aan het verbeteren van computer vision technieken.
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