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1 Introduction

A new research paradigm, that has been called Embodied Cognitive Science
[18], has recently challenged the traditional view according to which intelligence
is an abstract process that can be studied without taking into consideration
the physical aspects of natural systems. In this new paradigm, researchers
tend to stress situatedness, i.e., the importance of studying systems that are
situated in an external environment [3, 4], embodiment, i.e., the importance of
study systems that have bodies, receive input from their sensors and produce
motor actions as output [3, 4], and emergence, i.e. the importance of viewing
behaviour and intelligence as the emergent result of fine-grained interactions
between the control system of an agent including its constituents parts, the
body structure, and the external environment. An important consequence of
this paradigm is that the agent and the environment constitute a single system,
i.e. the two aspects are so intimately connected that a description of each of
them in isolation does not make much sense [9, 10, 1].

Research in Embodied Cognitive Science often involves simple agents called
”reactive agents” [14]. These are agents in which sensors and motors are directly
linked and that always react with the same motor action to the same sensory
state. In reactive agents internal states (see next section) do not play a role in
determining the motor behaviour. The fact that the vast majority of research in
this area focuses on simple reactive agents, however, is not due to a rejection of
the importance of internal states. Rather, it is due to the difficulty of developing
pro-active embodied and situated agents, that is agents able to: (a) extract
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internal states by integrating sensory-motor information through time and, (b)
later use these internal states to modulate their motor behaviour according to
the current environmental circumstances. In this paper we will focus on how
pro-active agents can be developed and, more specifically, on which are the
neural mechanisms that might favour the development of pro-active agents.

Given the difficulty of developing embodied and situated agents through
explicit design [13] our attempt to develop pro-active agents will be based on
an evolutionary robotics method [16], that is on the attempt to develop these
agents through a self-organisation process that allows the evolving robots to
develop their skills in interaction with the environment and without human
intervention. By comparing the results of five sets of evolutionary experiments
in which simulated robots are provided with different types of recurrent neural
networks, we will try to understand the relation between the robots’ capabilities
and the characteristics of their neural controllers. In addition, we will show how
special mechanisms for processing information in time facilitate the exploitation
of internal states.

The paper is organised as follows. In the next section we define the term
internal state. In section 3 we describe our experimental test bed which consists
of a self-localisation problem that cannot be solved through simple reactive
strategies. In section 4, we review five different neural models described in
the literature that are potentially suitable to develop pro-active agents. In
section 5, we describe the results of the experiments and the comparison of the
results obtained with the five different neural architectures. Finally, in section
6, we discuss the implication of the obtained results and, in particular, the
neural mechanisms that seem to constitute a pre-requisite for the emergence of
powerful pro-active agents.

2 Internal state

The concept of internal state plays a central role in our investigations. In
this section, we define the concept with particular reference to neural networks
controllers.

An internal state is a set of variables of the agent’s controller that might
be affected by the previous sensory states perceived by the agent and/or the
previous actions performed by the agent and that might co-determine, together
with the current sensory states, current and future motor actions. By medi-
ating between perception and actions, internal states allow agents to produce
behaviour that is decoupled from the immediate circumstances while still re-
maining sensitive to them.

An internal state can consist of different entities. For example, in the case of
a neural controller, they might consist of the activation states of some neurons
and/or in the strength of the synaptic weights. It should be noted that there is
not a one to one correspondence between the architecture of the controller and
the type of strategy adopted by evolving individuals. For instance, although an
individual provided with a recurrent neural network controller might potentially
develop an ability to integrate information over time, it might also rely on a
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simple reactive strategy.
As we claimed in the previous section, agents that do not have an internal

state are reactive agents, that is agents that always react with the same mo-
tor action to the same sensory state. Agents that have an internal state are
pro-active instead, that is agents that are able to integrate sensory-motor infor-
mation through time into internal states that co-determine the agents’ motor
behaviour.

In the context of neural network controllers, reactive agents are provided
with feed-forward neural networks, that is neural networks in which sensory
neurons are connected to motor neurons directly or through one or more layers
of hidden neurons that do not have a recurrent connection (figure 1). In figure
1 s1 and s2 represent sensory neurons (also called input units). h1, h2, and h3
represent hidden neurons. o1 represents an output neuron. The bias neuron is
a special neuron whose activation state is always 1.0. In these neural networks,
neurons are updated in discrete time steps and the activation state of motor
neurons and hidden neurons only depends on the activation state of the sensors
and on the connection weights that are kept fixed during the lifetime of the
agent.

Pro-active agents instead are provided with neural controllers that have
an internal state. An internal state can be realised through different neural
mechanisms. One possibility, for instance, is to provide a neural controller with
recurrent connections. For example, in the neural network shown in figure 2, the
gray hidden neuron receives connections not only from the sensory neurons but
also from the hidden neurons including itself. This implies that the activation
state of this hidden neuron is not only a function of the activation of the sensory
neurons at time t, but also of the hidden neurons at time t-1. Given that the
state of the hidden neuron at time t-1 is also affected by the state at time t-2
and so on, this implies that the activation state of this hidden neuron, that
influences the state of the motors at time t, might be influenced by the sensory
states previously experienced by the robot.

s1 s2 bias

biash1 h2 h3

o1

Figure 1: A feedforward
neural network Figure 2: A recurrent neural network.

The recurrent neural connections, however, are only one of the possible neu-
ral mechanisms that might realise internal states. Other mechanisms include:
(a) dynamical neurons, in which the activation state of a neuron is influenced by
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its previous activation state; (b) time delayed connections in which the propa-
gation of activation through connections takes time so that the activation state
of a neuron might influence the activation of other neuron after some time, (c)
networks in which connection weights vary according to learning rules affected
by the activation state of the neurons. One of the goals of this paper is indeed
to compare the characteristics and the effectiveness of different mechanisms for
realising internal states.

Given that internal states might be realised through several different mecha-
nisms and given that these mechanisms might be also combined together we do
not pretend to be exhaustive in our analysis. Indeed we will restrict our com-
parison and analysis only to some possible ways of realising the mechanisms
(a) and (b) described above. Moreover, although in some cases different algo-
rithms might be used to set the connection weights, we will restrict our analysis
to neural controllers whose connection weights are evolved through a form of
evolutionary algorithm [16]. The reason for this choice is twofold: (1) an evolu-
tionary algorithm can be used to evolve the connection weights and other free
parameters of the neural controllers independently from the particular neural
architecture or neural model used, and (2) by only requiring a general criterion
for evaluating how much evolving individuals are able to solve their adaptive
task, they allow us to maximise the level of self-organisation and reduce the
externally imposed constraints on the learning process with respect to other
learning algorithms.

Before moving to the next section in which we will present our experimental
setup, we should emphasize two important aspects.

First, an agent provided with a neural architecture with recurrent neural
connections or other neural mechanisms that might allow it to extract internal
states and use these internal states to co-determine its motor behaviour does
not necessarily extract internal states or use them to co-determine its motor
behaviour. In the case of the neural controller described in Figure 2, for exam-
ple, due to a given configuration of the connection weights, the activation state
of the gray hidden neuron might be always off or always on and therefore might
not provide any information on the previous sensory states experienced by the
robot. Or, the activation state of this hidden neuron might vary and might
be affected by previous sensory states but it might not have any affect on the
motor neurons. This implies that in order to ascertain whether an agents really
is a pro-active agent we should analyze how activation states vary in time and
how they influence the motor behaviour of the agent.

The second important aspect that we want to stress here is the fact that,
as we will also see in the next sections, agents have often two options available
in order to solve their adaptive tasks that consist of: (1) use sensory-motor
coordination, that is act so to experience sensory states that allow to solve the
problem through a reactive control mechanism [14], and (2) extract internal
states and use them to co-determine the way in which the agents react to
sensory states. Reactive solutions based on sensory-motor coordination are
often simpler and easier to find through artificial evolution and are therefore
preferred when available. This means that the emergence of pro-active control
strategies only tend to be observed when reactive solutions and sensory-motor
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coordination are insufficient.

3 Self-localisation task

To investigate the issue described above we evolved the neural controllers of
simulated robots that are asked to move and to self-localise in their environment
[15] and we compared the results obtained by providing evolving robots with
different types of neural controllers. More precisely the agent has to drive
around a loopy corridor and to indicate with an output neuron in which room
it is currently located. Figure 3 is a drawing of the environment for this task.
The arrows indicate the direction in which the agents are forced to drive. The
two rooms are painted in different shades of grey. If the agent is in the top
room (light grey), the localisation output neuron has to have a value in the
interval [0, 0.5] to be correct. In the bottom room (dark grey) this value has
to be in 〈0.5, 1]. Figure 4 is also a drawing of the environment, displaying the
zones in the environment that are used during evolution to stimulate agents to
drive around in the environment.

Figure 3: Environment and
forced driving direction

Figure 4: Zones in the environ-
ment

The agent we use for the self-localisation task is the Kephera robot [11]
(shown in figure 5), a miniature mobile robot with a diameter of 55 mm and
a weight of 70 g. It is supported by two lateral wheels that can rotate in both
directions and two rigid pivots in the front and in the back. By spinning the
wheels in opposite directions at the same speed, the robot can rotate without
lateral displacement. The sensory system employs eight infrared sensors that
are able to detect obstacles up to about 4 cm. Experiments were conducted
in simulation by using an extended version of Evorobot [12]. In Evorobot,
a sampling procedure is used to compute the activation state of the infrared
sensors. Walls and cylindrical objects are sampled by placing one physical
robot in front of them and by recording the state of the infrared sensors while
the robot is turning 360 degrees at 20 different distances from of each object.
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These recorded values are used in simulation to set the activation states of the
simulated infrared sensors on the basis of the current angle and distance of
the robot with respect to obstacles. This procedure allows to develop a very
accurate simulation that takes into account the detailed characteristics of the
individual robot used in the experiments [16].

0

1

2 3

4

5

67

Figure 5: Diagram of a Kephera robot with its sensors

Each evolutionary run begins with an initial population that consists of 100
randomly generated genotypes. A genotype consists of a string of parameters
that are encoded in the genotype with 8 bits. During evolution each individual
of the population is allowed to ‘live’ for 4 epochs consisting of 2500 time steps
(a time step lasts 100ms). In each epoch, the agent starts at a different position
in the environment. The 20 fittest individuals of each generation are allowed
to reproduce by generating 5 copies of their genotype with 2% of their bits
replaced with a new randomly selected value. The process is repeated for 500
generations.

The fitness function is set up to reward first the ability of the robot to travel
in a clockwise direction in the environment and then its ability to indicate in
which room in the environment it is located.

F =





zc
zt

, if zc < zt

1 + (bottom ∗ top) , if zc >= zt

(1)

In which zc is the number of zones that the robot has crossed in its lifetime.
The zones are illustrated in figure 4. zt is the zone threshold and determines how
fast the robot has to drive, before its capacities for localisation are considered to
determine its fitness. If the agent crosses more than zt zones during its lifetime,
the extra amount of zones has no effect on its fitness. The self-localisation
output of the agent is measured continuously when it is inside one of the two
rooms, but is only considered if the agent crosses the zone threshold during
the epochs that it is executed. bottom and top are the percentages of good
localisations in the bottom and top room, respectively. E.g., bottom is the
number of time steps that the self-localisation output is in the interval 〈0.5, 1.0]
and the agent is in the bottom room, divided by the total number of time steps
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that the agent is in the bottom room. Evidently, the maximal fitness that can
be achieved is 2.

The self-localisation task requires the agent to use its internal state. The
task is too difficult for a reactive agent, since the two different parts of the
environment are largely the same from the viewpoint of the agent. If an agent
has the same sensory inputs but it is required to take different actions, it faces
a problem of perceptual aliasing [14]. An example of perceptual aliasing is
that for the agent’s sensors there is no difference between being in the top or
bottom horizontal corridor, while the agent has to indicate a different room.
A number of factors, such as the forced driving speed and the fact that the
corridors are narrow, have as a consequence that reactive agents cannot ‘escape’
the perceptual aliasing by applying sensory-motor coordination. Experiments
performed with reactive agents did not lead to successful individuals [15].

Five classes of experiments in which evolving agents were provided with
different type of neural controllers were run. For each neural architecture three
experiments with a different driving threshold (22, 23, and 25 rounds, corre-
sponding to zt = 440, zt = 506, and zt = 550, respectively) were run. For each
experiment 10 replications were performed. In section 4 we describe the five
different neural models used. In section 5 we describe the obtained results.

4 Five types of recurrent neural controllers

In this section we describe the five types of neural models used to conduct the
experiments. All models might allow evolving robots to extract internal states
and use these states to co-determine the agents’ behaviour. However, different
models rely on different neural mechanisms.

4.1 Elman network: EN

The Elman network [6] consists of a neural network with a sensory layer, a layer
of hidden neurons, and an output layer. The activation state of the hidden
neurons at time t-1 is copied into an additional set of input units at time t.

The architecture used in our experiments consists of 10 sensory neurons, 5
hidden neurons, and 3 output neurons. Two of the output neurons indicate the
desired speed of the wheels. We will refer to them as ‘motor neurons’. The
agent has to indicate with the third output neuron in which room the agent is
located. We will refer to this neuron as ‘self-localisation output’. The sensory
neurons encode the activation state of the 8 infrared sensors, and the activation
state of the two motor neurons at time t-1.

Hidden and output neurons are activated according to the logistic function.
More precisely the activation function of each neuron is:

ai(t) = σ(netinputi(t) + biasi + ini(t)) (2)

netinputi(t) =
N∑

j=1

wjiaj(t), (3)
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Hidden layer

Hidden layer (t-1)Sensory layer

Output layer

Figure 6: The architecture of the Elman network. Boxes represent collections of neu-
rons. Arrows indicate the connection between collections of neurons (all neurons of the
first box are connected to all neurons of the second box).

in which ai(t) denotes the activation of neuron i at time t and σ is the logistic
function, σ(x) = 1

1+e−x . N is the number of neurons connected to neuron i. In
the case of the hidden neurons this is the number of sensory neurons plus the
number of neurons in the hidden layer. wji is the weight of the connection from
neuron j to neuron i. The external input is represented by ini(t).

During the evolutionary process the architecture is kept fixed. Only the
biases and the synaptic strengths of the connections are encoded in the genotype
and allowed to change. All parameters are encoded in the genotype with 8 bits.
Connection weights and biases are then normalised in the range [-5.0, 5.0].

4.2 Non-linear autoregressive model with exogeneous inputs:
NARX

Nonlinear autoregressive neural networks with exogeneous inputs [7] are an ex-
tension of Elman Networks in which the activation state of the sensory neurons
at time t, t−1, ..., t−cin, and the activation state of the output neurons at time
t− 1, t− 2, ..., t− cout determine the activation of the output and the hidden
neurons at time t. The activation of the hidden neurons is also determined by
the activation state of the hidden neurons at time t-1.

The architecture used in our experiments consists of 8 sensory neurons,
5 hidden neurons, and 3 output neurons. The sensory neurons encode the
activation state of the 8 infrared sensors. The output neurons encode the desired
speed of the two wheels and the self-localisation output.

Hidden and output neurons are activated according to the logistic function.
During the evolutionary process the architecture is kept fixed. Only the synaptic
strengths of the connections are encoded in the genotype and allowed to change.
All parameters are encoded in the genotype with 8 bits. Connection strengths
and biases are then normalised in the range [-5.0, 5.0].

4.3 Dynamical Neural Network: DNN

Dynamical neural networks [17, 15] are neural networks constituted by dynam-
ical artificial neurons, that is neurons that tend to vary their activation state
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Hidden layer

Hidden layer (t-1)Sensory layer (t, t-1, ..., t-cin)

Output layer

Output layer (t-1, t-2, ..., t-cout)

Figure 7: The architecture of the NARX network. Boxes represent collections of neu-
rons. Arrows indicate the connection between collections of neurons (all neurons of the
first box are connected to all neurons of the second box).

at different time rate according to a time constant parameter.
Neurons are updated according to the following functions:

ai(t) = tciai(t− 1) + (1− tci)σ(netinput(t) + bias + ini(t)), (4)

where tci is the parameter adjusted by the evolutionary algorithm that deter-
mines the proportion of neural inertia, tci ∈ [0, 1]. netinput(t) is defined as
in equation 7. In the DNNs that we apply to the self-localisation task, only
the sensory neurons and the hidden neurons apply activation function 4. As
a consequence, both the activations of the sensory neurons and of the hidden
neurons are part of the internal state. The activations of the hidden neurons
influence future input-output mappings of the agent in two ways: by serving
as neural input (through the recurrent connections) and by imposing a neural
inertia.

The architecture used in our experiments consists of 10 sensory neurons,
5 hidden neuron, and 3 output neurons. The sensory neurons encode the ac-
tivation state of the 8 infrared sensors, and the activation state of the motor
neurons at time t-1.

Hidden layer

Hidden layer (t-1)Sensory layer

Output layer

Figure 8: The architecture of the dynamical neural network (DNN). Boxes represents
collection of neurons. Arrows indicate the connection between collections of neurons
(all neurons of the first box are connected to all neurons of the second box).
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During the evolutionary process the architecture is kept fixed. Only the
time constants of neurons and the synaptic strengths of the connections are
encoded in the genotype and allowed to change. All parameters are encoded in
the genotype with 8 bits. Connection weights and biases are then normalised in
the range [-5.0, 5.0], time constants are normalised in the range [0.0, 1.0]. The
time constant of output neurons was set to 0.0 and was not allowed to change.

4.4 Continuous time recurrent neural network: CTRNN

As dynamical neural networks, continuous time recurrent neural networks [2]
are neural networks constituted by dynamical artificial neurons. Also in this
case, the activation state of neurons is influenced by their previous activation
state. In the case of CTRNN, however, the state of a neuron is characterised by
two variables: the activation potential (that corresponds to the depolarisation
of the neuron membrane, in the case of real neurons), and the activity of the
neuron (that corresponds to the frequency of the spikes produced, in the case of
real neurons). The time constant parameter, in this case, determines the rate
of change of the activation potential of the neuron.

More precisely, neurons are updated according to the following function:

ai = σ(pi + biasi) (5)

ṗi =
1
tci

(−pi + netinputi + g ini) (6)

netinputi =
N∑

j=1

wjiaj , (7)

where pi is the activation potential of a neuron, g the gain of the inputs, and
tci is the time constant of the neuron. The time constant is adjusted by the
evolutionary algorithm, 1

tci
∈ [0, 1]. Only the sensory neurons and the hidden

neurons apply activation function 5, the outputs apply activation function 2.
As a result, the activation potentials of the sensory neurons, the activation
potentials of the hidden neurons, and the activations of the hidden neurons are
part of the internal state. The activation potentials result in a neural inertia,
while the activations of the hidden neurons serve as neural input to the hidden
layer for the next time step.

We approximate the dynamics of the differential equation by using the stan-
dard Euler method (see [8]), with step size 0.1. The architecture and the pa-
rameters encoded in the genotype are the same as those described in section
4.3, but then with 1

tci
∈ [0, 1].

4.5 Time delay recurrent neural network: TDRNN

In a time delay recurrent neural network [5] the propagation of activation
through connections takes time and the time delay is controlled by a parameter
associated to each connection. For analysis purposes we have used a restricted
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form of a TDRNN in which each neuron has one common time delay for all its
incoming connections.

The architecture used in our experiments consists of 10 sensory neurons, 5
hidden neurons, and 3 output neurons (figure 4.5). The sensory neurons encode
the activation state of the 8 infrared sensors, and the activation state of the
motor neurons encoding the desired speed at time t-1. The output neurons
encode the desired speed of the two wheels and the self-localisation output.

Hidden layer (t-delay_jk)

Hidden layer (t-delay_ij)Sensory layer (t-delay_ij), (t-delay_ik)

Output layer

Figure 9: The architecture of the time delay recurrent neural networks (TDRNN).
Boxes represents collection of neurons. Arrows indicate the connection between collec-
tion of neurons (all neurons of the first box are connected to all neurons of the second
box).

Neurons are updated according to the logistic function. The genotype of
evolving individuals encodes the strength and the time delay of each connec-
tion. All parameters are encoded in the genotype with 8 bits. Connection
strength and biases are then normalised in the range [-5.0, 5.0]. Time delays
are normalised in the range [0, 50] time steps corresponding to a delay in the
propagation of the activation ranging from [0.0, 5.0] seconds.

5 Results

By running the evolutionary experiments we observed that all evolved individu-
als were able to travel in the environment at the required speed. However, with
respect to the ability to self-localise, performance varied significantly for differ-
ent neural controllers and for different driving thresholds. The performances
of the best evolved agents of the five types of neural controllers applied to the
three driving thresholds are shown in table 1. By analysing the performance
of the best individuals of each of the five experiments in which evolving agents
were provided with five different neural controllers, in fact, we observed that in
all cases at least one individual evolved that is able to self-localise more than
75% of the times. At a driving threshold of 23 rounds, instead, in the case
of the experiment in which agents were provided with EN networks, no indi-
viduals were able to self-localise correctly more than 75% of the times (Table
1). Finally, table 1 shows that only the DNN, CTRNN, and TDRNN neural
controllers achieve good performances in the case of a driving threshold of 25
rounds .
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Neural controller 20 rounds 23 rounds 25 rounds
EN 91 74 67
NARX 86 89 75
DNN 97 93 92
CTRNN 86 80 94
TDRNN 81 82 79

Table 1: Self-localisation performance in percentages of the best individual of the best
replication for experiments with different neural controllers and different driving thresh-
olds. Performances in bold (i.e. performance equal or above 1.56) indicate individuals
that are able to correctly self-localise more than 75% of the times. Performances are
averaged over 100 runs.

As we will see in the next sub-sections, these results can be explained by con-
sidering that evolving agents provided with EN and NARX neural controllers
are unable to extract internal states that encode long term regularities and rely
on simple quasi-reactive strategies that exploit sensory-motor coordination to
solve the self-localisation problem. These simple strategies are based on the
fact that, by producing different motor behaviours in different environmental
conditions, robots might experience later on different type of sensory states
even in identical environmental areas, if these areas are preceded by different
environmental structures. These simple strategies however do not allow evolv-
ing agents to achieve optimal or close to optimal performance with respect to
the self-localisation problem, especially with high driving thresholds that force
agents to move quickly in the environment.

On the contrary, TDRNN evolved controllers exploit the time delay on ac-
tivity propagation, so that past sensory states have long term effects. As a
consequence, they still display good performance in the case of high driving
thresholds.

Finally, evolved agents that are provided with DNN and CTRNN evolved
controllers, are able to extract from sensory states internal states encoding
long term regularities that allow these agents to display good and, in some
replications, optimal performance.

In the next sections we will describe the control strategies developed by
agents provided with different neural networks in detail.

5.1 EN

EN-Agents are able to display reasonably good performance only with the lowest
driving threshold (20 rounds) and only in two out of ten replications of the
experiments. By analysing the behaviour and the activity of internal neurons
of the best evolved individuals of the two best replications we realised that they
use the same strategy to solve to the problem. Figure 5.1 shows the behaviour
of the best of these two individuals.

By looking at the activity of hidden neurons we can see that they tend
to converge on two rather different equilibrium points corresponding to [0.95,
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Figure 10: Trajectory and neural activity of the best evolved EN-agent in the case of
the experiment with a driving threshold of 20. Left: the environment and the robot
trajectory during a few laps of the corridor. Dotted circles indicate the areas in which
the self-localisation output produced by the agent is wrong. The numbers (from 5 to 1)
indicate critical points from the point of view of the ability of this agent to self-localise.
Right: the activation state of neurons while the robot is performing the last lap of the
environment. The activation value is indicated by the height of the graph with respect
to the baseline. M0, M1 and SL indicate the activity of the two motor neurons and of
the self-localisation output unit. H0-H4 indicate the activity of the 5 internal neurons.
M0(t-1), M1(t-1) and IR0-IR7 indicate the activity of the two input units that encode
the state of the two corresponding motor neurons at time t-1 and the activity of the
8 infrared sensors. SLP indicates the performance with respect to self-localisation. In
this case, the height with respect to the baseline indicates respectively, when the self-
localisation is correct (full height), wrong (null height), or when the agents is traveling
between the two rooms (half height).

1.0, 0.02, 0.05, 0.07] and [0.03, 1.0, 1.0, 0.05, 0.84]. The transition between
these two equilibrium states occurs very quickly approximately when the agents
move from one room to the other. The former equilibrium state of the internal
neurons and the connection weights from these neurons and the self-localisation
output neuron assure that the self-localisation output is low, when the robot is
in the upper room, and high, when the robot is in the lower room, as requested.

The transition between the two equilibrium states depends on the state of
sensors and motors during the few time steps that precede the transition.

More specifically, in the case of the transition between the top and the
bottom room, the transition between the former and the latter equilibrium point
occurs when the agent negotiates the bottom-right corner of the environment.
During the negotiation of this particular corner, in fact, given that the agent
reaches the corner by being very close to the wall on its right side, the activation
of the two back infrared sensors is almost null. This particular sensory-motor
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situation, that is the fact that the activity of the right motor neuron decreases
in order to turn and negotiate the corner, and the fact that state of the two back
infrared sensors is almost null, causes the first transition. This hypothesis has
been further verified by freezing the activation state of the two back neurons to
0.05. In this case, in fact, the agents always indicate that it is in the bottom
room. This strategy also explains why agents are unable to self-localise correctly
in the bottom room before reaching the bottom-right corner. The fact that the
robot reaches the bottom-right room by staying very close to its right-side walls
is due to the fact that this evolved agent progressively approaches its right side
walls while traveling in a corridor and the fact that this corner is preceded by
the longest corridor of the environment.

In the case of the transition between the bottom and the top room, the
transition between the latter and the former equilibrium point occurs when
the agent negotiates the second left-handed corner which is located just at the
beginning of the top room. Also in this case, the agents is able to discriminate
between the first and the second left-handed corner on the basis of the state
of the sensors and of the motors during the few time steps that precede the
transition. More specifically, the transition between the latter and the former
equilibrium point occurs when the agent negotiates a left-handed corner (i.e.
when the activation state of the left motor neurons is lower than the activation
of the right motor neuron) and the activation state of the IR3 and IR4 infrared
sensors placed on the frontal-right side of the robot (see figure 5) are low. The
fact that the activation of IR3 and IR4 tend to be low during the negotiation
of the second left-handed corner in turn is the result of the fact that the robot
tends to stay close to the wall on its left side after negotiating the first left-
handed corner and the presence of an obstacle on the right side of the first
left-handed corner. The discrimination between the two left-handed corners,
however, is sub-optimal. In fact, due to an increase of the activation of IR4
during the negotiation of the second left-handed corner, wrong self-localisation
output are produced (see figure 5.1).

5.2 NARX

Similarly to EN-agents, evolved NARX-agents are able to display reasonably
good performance with low driving threshold (20 and 23 turns) but not with
high driving threshold (25 turns). Moreover, like in EN-agents, the ability
of NARX-agents to self-localise is based on the tendency to converge on two
equilibrium states and to move from one to the other equilibrium state on the
basis of few sensory and motor states preceding the transition.

Table 2 and 3 show the results obtained by running additional experiments
with a driving threshold of 20 and 23 in which we also varied the number
of previous sensory and motor states that are copied into additional sensory
neurons.

By analyzing the behaviour and the internal states of the best evolved in-
dividuals we observed that the strategy of the agents evolved with a driving
threshold of 20 are similar to the strategy described in the previous section.
Below, we only describe the strategy adopted by the best individual obtained
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NARX NARX NARX NARX
cin 0 1 3 4
cout 5 4 2 1
F best 1.35 1.75 1.61 1.52

Table 2: Performance of the best individual of the best out of ten replications in four
experiments with different cin and cout numbers. In all experiments the number of
internal neuron is 5 and the driving threshold is 20. F best is the performance of the
best evolved agent averaged over 100 runs.

NARX NARX NARX NARX
cin 0 1 3 4
cout 5 4 2 1
F best 1.72 1.80 1.83 1.61

Table 3: Performance of the best individual of the best out of ten replications in four
experiments with different cin and cout numbers. In all experiments the number of
internal neurons is 5 and the driving threshold is 23. F best is the performance of the
best evolved agent averaged over 100 runs.

in the experiment in which the driving threshold is 23, cin is 1 and cout is 4.
The analysis of the other evolved individuals with different values of cin and
cout, in any case, revealed that they adopt similar strategies (result not shown).

In this case, as illustrated in figure 5.2, the two equilibrium states are not
encoded at the level of the internal neurons but directly in the state of the
self-localisation output unit that tends to maintain its activation state close to
0.0 or 1.0. These two states tend to be maintained due to the large positive
connection weights of the four connections that link the sensory units encoding
the previous activation state of the self-localisation output unit to the unit
itself.

The transition between the former and the latter equilibrium points (that
correspond to the top and the bottom room, respectively) is triggered by an
high activation of the left sensor (IR0), a low activation of the IR5 (i.e. the
right sensor), and a null or close to null activation of IR2, IR3 and IR7 (that are
activated during the negotiation of a corner). The fact that these conditions
are only met when the robot reaches the middle part of the long corridor on
the right side of the environment, is due to the particular way of traveling
along corridors selected by this agent. As shown in figure 5.2, in fact, this
agents produces a curvilinear trajectory in corridors by approaching first the
wall placed on the right side of the agent and then, after a certain length, the
wall placed on the left side. This curvilinear trajectory assures that the agent
approaches the left side walls only in corners or at about the middle part of the
long corridor.

The transition between the latter and the former equilibrium points (that
correspond to the bottom and the top room, respectively) is triggered by the
sensory inputs that are specific to the second turn to the left. The back sensors
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Figure 11: Trajectory and neural activity of one of the best evolved NARX-agents
in the case of the experiment with a driving threshold of 23. Left: the environment
and the robot trajectory during few laps of the corridor. The numbers (from 4 to 1)
indicate critical points from the point of view of the ability of this agent to self-localise.
Dotted areas indicate the areas in which the self-localisation output produced by the
agent is wrong. Right: the activation state of neurons while the robot is performing
the last lap of the environment. The activation value is indicated by the height of the
graph with respect to the baseline. M0, M1 and SL indicate the activity of the two
motor neurons and of the self-localisation output unit. H0-H4 indicate the activity
of the 5 internal neurons. M0(t-1), M1(t-1) and IR0-IR7 indicate the activity of
the two input units that encode the state of the two corresponding motor neurons
at time t-1 and the activity of the 8 infrared sensors. SLP indicates performance
with respect to self-localisation. In this case, the height with respect to the baseline
indicate respectively, when the self-localisation is correct (full height), wrong (null
height), or when the agents is traveling between the two rooms (half height).

(IR6 and IR7) are activated in the second turn to the left while IR0 shortly
decreases.

As in the case of EN-agents, the fact that NARX-agents are unable to
produce reasonably good performance when the driving threshold is 25 can
be explained by considering that, by being asked to move at higher speed in
the environment, evolving agents cannot select peculiar ways of negotiating
corridors and corners (such as moving in corridors by producing curvilinear
trajectories) that in turn allow them to identify the location of critical areas of
the environment on the basis of a single or few sensory-motor states.
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5.3 DNN

DNN-Agents are able to display reasonably good performance, and in some
replication close to optimal performance, at all driving thresholds. By analysing
the behaviour and the activity of neurons of the best evolved individuals we
observed that the self-localisation problem tends to be solved by relying on a
few or a single hidden neuron that slowly changes its activation state by always
keeping its state below and above a given threshold in the top and in the
bottom room respectively, or viceversa. Figure 12 shows the behaviour and the
neural activity of the best evolved individual of the experiment with a driving
threshold of 25.

Figure 12: Trajectory and neural activity of the best evolved DNN-agent in the
case of the experiment with a driving threshold of 25. Left: the environment and
the robot trajectory during few laps of the corridor. The numbers (from 6 to 1)
indicate critical points from the point of view of the ability of this agent to self-
localise. Right: the activation state of neurons while the robot is performing the last
lap of the environment. The activation value is indicated by the height of the graph
with respect to the baseline. M0, M1 and SL indicate the activity of the two motor
neurons and of the self-localisation output unit. H0-H4 indicate the activity of the
5 internal neurons. M0(t-1), M1(t-1) and IR0-IR7 indicate the activity of the two
input units that encode the state of the two corresponding motor neurons at time t-1
and the activity of the 8 infrared sensors. SLP indicates performance with respect
to self-localisation. In this case, the height with respect to the baseline indicates
respectively, when the self-localisation is correct (full height), wrong (null height), or
when the agents is traveling between the two rooms (half height).
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As can be seen in figure 12, the activity of the self-localisation output units
is mainly affected by the activity of H0 due to a strong inhibitory connection
coming from this hidden unit. Given that time constant parameter of H0 is
very high (0.96), the activity of this neuron tends to change slowly in time.

The fact that the activity of H0 tends to decrease slowly while the robot
moves along corridors ensures that the activation of this unit progressively
decreases while the robot moves along the long corridor located on the right
side of the environment. As a consequence, it reaches a value below the critical
threshold during the transition from the top to the bottom room.

The fact that the activity of unit H0 tends to increase slightly during the ne-
gotiation of right-handed corners assures that the activity of this unit is always
above the critical threshold while the robot moves in the top room. Finally, the
fact that the activity of H0 tends to increase quickly during the negotiation of
left-handed corners assures that the activity of this unit overcomes the critical
threshold during the transition from the bottom to the top room.

The ability to integrate information from long sequences of sensory-motor
states to detect, for instance, the length of corridors, allows DNN agents to
solve their problem without the need to rely on sensory-motor coordination
strategies. As we saw above, sensory-motor coordination strategies might allow
agents to self-localise correctly on the basis of regularities extracted by few
sensory-motor states, but require special ways to negotiate the environment
that do not allow to move at high speeds.

5.4 CTRNN

CTRNN-Agents are able to display good performances at all driving thresholds.
By analysing the behaviour and the activity of neurons of the best evolved
individuals we observed that the agents solve the self-localisation problem with
strategies very similar to those exhibited by DNN-Agents. Figure 13 shows
the behaviour and the neural activity of the best evolved individual of the
experiment with a driving threshold of 25 rounds.

As can be seen in Figure 13, the activity of the self-localisation output is
mainly affected by the activity of H3 due to a strong inhibitory connection
coming from this hidden unit. Given that the time constant parameter of H3
is high ( 1

tc = 0.02) , the activity of this neuron tends to change slowly in time.
As in the case of DNN, the fact that the activity of H3 tends to decrease slowly
while the robot moves along corridors ensures that the activation of this unit
progressively decreases while the robot moves along the long corridor located
on the right side of the environment by reaching a value below the critical
threshold during the transition from the top to the bottom room.

As in the case of DNN, the fact that the activity of unit H3 tends to increase
slightly during the negotiation of right-handed corners assures that the activity
of this unit is always above the critical threshold while the robot moves in the
top room. Finally, the fact that the activity of H3 tends to increase quickly
during the negotiation of left-handed corners assures that the activity of this
unit overcomes the critical threshold during the transition from the bottom
to the top room. In this case however, H3 overcomes the critical threshold
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Figure 13: Trajectory and neural activity of the best evolved CTRNN-agent in the
case of the experiment with a driving threshold of 25. Left: the environment and the
robot trajectory during few laps of the corridor. The numbers (from 6 to 1) indicate
critical points from the point of view of the ability of this agent to self-localise. Dotted
areas indicate the areas in which the self-localisation output produced by the agent
is wrong. Right: the activation state of neurons while the robot is performing the
last lap of the environment. The activation value is indicated by the height of the
graph with respect to the baseline. M0, M1 and SL indicate the activity of the two
motor neurons and of the self-localisation output unit. H0-H4 indicate the activity of
the 5 internal neurons. M0(t-1), M1(t-1) and IR0-IR7 indicate the activity of the two
input units that encode the state of the two corresponding motor neurons at time t-1
and the activity of the 8 infrared sensors. SLP indicates performance with respect
to self-localisation. In this case, the height with respect to the baseline indicates
respectively, when the self-localisation is correct (full height), wrong (null height), or
when the agents is traveling between the two rooms (half height).

already after the first left-handed corner. The combination of this fact and the
fact that IR4, that gets activated during the negotiation of left-handed corners,
contributes to activate the self-localisation output unit, causes a systematic
localisation error during the negotiation of the second left-handed corner (see
the dotted area indicated on the right side of figure 13).

5.5 TDRNN

TDRNN-agents are able to display reasonably good performance at all driving
thresholds (see table 1). The analysis of the best-evolved agents indicates that
the time delay on activity propagation plays an important role in the ability of
these agents to self-localise. Figure 14 shows the trajectory and neural activa-
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tions of the best TDRNN-agent evolved with a driving threshold of 23 rounds.
The values of the time delay parameters are shown in table 4.

The analysis of the evolved connection strengths and time delay parameters
indicate that evolved agents use time delay parameters to: (1) detect a sequence
of events separated by fixed time intervals, and (2) allow internal states to
produce motor effects after a fixed time interval.

Figure 14: Trajectory and neural activity of one of the best evolved TDRNN-agent
in the case of the experiment with a driving threshold of 25. Left: the environment
and the robot trajectory during few laps of the corridor. The numbers (from 8 to
1) indicate critical points from the point of view of the ability of this agent to self-
localise. Right: the activation state of neurons while the robot is performing the
last lap of the environment. The activation value is indicated by the height of the
graph with respect to the baseline. M0, M1 and SL indicate the activity of the two
motor neurons and of the self-localisation output unit. H0-H4 indicate the activity of
the 5 internal neurons. IR0-IR7 indicate the activity of the 8 infrared sensors. The
additional input neurons encoding the state of the sensors and motors in previous time
steps are not displayed but can be inferred by previous sensory and motor states. SLP
indicate performance with respect to self-localisation. In this case, the height with
respect to the baseline indicates respectively, when the self-localisation is correct (full
height), wrong (null height), or when the agents is traveling between the two rooms
(half height).

Let us consider in particular how the evolved individual shown in figure 14
is able to correctly indicate the transition from the bottom to the top room.
The activity of the self-localisation output unit of the TDRNN is determined
by the delayed activations of the sensory neurons and hidden neurons. In fact,
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the indication of the transition from the bottom to the top room depends on
the sensory inputs that the agent experiences when it enters the first turn to
the left, indicated with the number ‘5’ in figure 14. The sensory neurons that
are especially involved are I0, I3, I4, and I5. Their particular values have three
effects.

1. The self-localisation output decreases after 43 time steps.

2. The activation of H1 increases 22 time steps later.

3. The activation of H2 decreases 36 time steps later.

The increase of H1 and decrease of H2 has as a consequence that SL remains
low while the agent is traversing almost the entire top room. The explanation
for this is that H1 inhibits H2 and SL, while H2 excites SL.

The agent indicates the transition of the top to the bottom room as follows.
After the activation of H1 has been decreased, the activation of H2 increases.
The main reason for this is the lack of inhibition from H1 and the excitation
due to the sensory inputs belonging to turns to the right. For example, M1(t-1)
inhibits H2 but has low values in turns to the right.

Neuron Time delay
M0 0
M1 0
SL 43
H0 10
H1 22
H2 36
H3 46
H4 6

Table 4: Values of the time delay parameters (in time steps) of all hidden and output
neurons. All incoming connections to one neuron have a common delay.

To summarize, the TDRNN-agent extracts an internal state from the sen-
sory signals it experiences between the time steps indicated with ‘5’ and ‘4’.
Besides delaying the signals from the sensory neurons, the agent exploits the
recurrency of the hidden layer to let the effects of the sensory signals experi-
enced in the turns to the left fade away. The effect of this strategy is that the
agent has a low self-localisation output during most of its traversal of the top
room and a high self-localisation output in the bottom room.

6 Discussion

The comparison of the results obtained by providing evolving agents with differ-
ent types of neural controllers indicate that the use of dynamical neurons and/or
time-delayed propagation of activation potentials might constitute a necessary

21



prerequisite for the emergence of the ability to integrate sensory-motor infor-
mation through time.

In fact, although in principle agents provided with simple recurrent neural
networks such as EN or NARX neural networks should be able to develop the
same control strategies developed by agents provided with DNN, CTRNN and
TDRNN neural networks, in practice they are unable to do so. This failure
can be explained by considering that the evolvability (i.e. the probability to
produce a better solution through random changes of free parameters) of EN
and NARX neural networks is lower than that of DNN, CTRNN and TDRNN.

The fact that agents provided with a DNN or CTRNN neural controller
are more evolvable than agents provided with EN or NARX can be explained
by considering that the availability of neurons that tend to vary their state
at different time rates is a useful prerequisite to solve problems that require
to integrate information from sequences of sensory-motor states or to produce
motor states lasting several time steps [15]. Although by properly setting the
connection weights, any type of recurrent neural networks could in principle
display neurons that tend to vary their activity at different time rates, neurons
that vary their activity at slow time rates (i.e. time rates that are significantly
slower from the time rates with which the activity of sensors and neurons are
updated) are much more frequent in DNN and CTRNN.

The fact that neurons in DNN tend to vary their activity at a slower time
rate than neurons in EN and NARX networks can be demonstrated by consider-
ing that the change of activation of a DNN-neuron is always smaller or equal to
the change of a neuron in EN and NARX neural networks (i.e. neurons updated
according to the standard logistic function). Indeed, the change in activation
of a neuron in a DNN is always smaller or equal to the change of activation of
a neuron in an EN or NARX, if the neurons have the same bias weight, neural
inputs, and past activation, and if 1

tc ∈ [0, 1]. First we express the neural acti-
vation function of the DNN (equation 9) in terms of the activation function of
the EN (equation 8), as shown in equation 10.

aen(t) = σ(netinput(t) + bias + in(t)) (8)

adnn(t) =
1
tc

a(t− 1) + (1− 1
tc

)σ(netinput(t) + bias + in(t)) (9)

adnn(t) =
1
tc

a(t− 1) + (1− 1
tc

)aen(t) (10)

Since 1
tc ∈ [0, 1] and adnn is a weighted sum of a(t − 1) and aen(t), we can

conclude equation 11 and 12 from equation 10.

adnn(t) ∈ [min{aen(t), a(t− 1)},max{aen(t), a(t− 1)}] (11)

|adnn(t)− a(t− 1)| ≤ |aen(t)− a(t− 1)| (12)

Equation 12 implies that the change in activation of a neuron in a DNN is
always smaller than or equal to that of a neuron in an EN, for the same neural
input, bias, past input, and external input.
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The fact that agents provided with a TDRNN neural controller are more
evolvable than agents provided with EN and NARX can be explained by con-
sidering that the availability of neurons that encode the state of sensors and
motors at previous time steps within an adaptable time range is a useful prereq-
uisite to integrate information from sequences of sensory-motor states and, as
we have seen, to detect sequences of events separated by a given time interval.

Overall the obtained results suggest that a better understanding of the neu-
ral mechanisms suitable to process information in time might be an important
step towards the development of powerful pro-active agents.
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